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Summary

In recent years, electric discharges have been found to be prolific sources of high-energy radiation
[2, 1252, [267]. In particular, terrestrial gamma ray flashes are observed in correlation to lightning
activity |725] and bursts of X-rays are measured in experiments with laboratory sparks [517]. The
gamma/X-ray photons are produced from Bremsstrahlung (braking radiation) of fast electrons
scattering from atomic nuclei present in the vicinity of the discharge. The fast electrons may
themselves either be spawned by cosmic radiation or accelerated in very intense and localised
electric fields in the discharge.

The latter mechanism (acceleration) is the one studied in this thesis and denominated as
“thermal electron runaway”. In the current state of knowledge, it poses many challenges to our
understanding of discharges. For instance, the fluence of X-rays (number of photons traversing
a unit area) surpasses the one predicted by current models of thermal runaway in discharges.
Concretely, the probability of accelerating a thermal electron to high energies, where it radiates
through bremsstrahlung, is found to be too low at typical electric fields encountered at the head
of streamers (self-sustained ionisation waves). Conversely, the plausibility of very high electric
fields which enable thermal runaway is uncertain.

From the modelling perspective, the abundance of thermal runaway electrons has been found
to depend strongly on the model chosen to represent electron scattering with molecules [169,
218, 1677|. In particular, in a comparative study [811], we showed that various models of elastic
scattering give significantly different distributions of high-energy electrons.

Hence, we identify two necessities precluding a sound study of thermal runaway:

1. Find a physical environment, composed of the electric field and the state of air, that fosters
the conditions which enable thermal runaway. Then, in this environment, be able to model
events of extreme rarity, down to arbitrarily low probabilities.

2. Possess a highly reliable and accurate modelling of electron-molecule collisions, consistent
throughout a broad energy range: from zero to several MeV.

The first necessity is answered by the first part of the thesis where we investigate the abun-
dance of high-energy electrons obtained in Monte Carlo simulations under various conditions of
the electric field, the air composition and temperature. In a second article [813], we adapted the
Monte Carlo importance sampling methodology into a “compaction” algorithm which enhances
the statistics of high-energy electrons to an arbitrarily low probability of occurrence, however,
at the cost of deteriorating the resolution of low-energy electrons.

The second necessity is addressed in the second part of the thesis, where an almost complete
set of electron-molecule cross sections has been assembled independently from the databases that
are currently in use. The assembly combined an exhaustive gathering (up to 2022) of experi-
mental cross sections, accurate quantum mechanical calculations and simple analytical represen-
tations. The modelling of elastic scattering is based on our third article [812] for calculating
differential cross sections of electrons scattering elastically from diatomic molecules.
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viii SUMMARY

Furthermore, this thesis also contains a third part which supplements the first two parts
with a thorough documentation of the process for constructing the new cross section database.
It provides an overview of techniques for fitting experimental data and comparisons of various
electron-molecule cross section databases currently in use.

So far, most of the literature has focussed on plausible mechanisms which lead to formation
of intense electric fields in ionisation fronts. In this thesis, we turned toward a less frequented
perspective by considering the change in chemical composition of air due to the discharge activity
preceding thermal runaway. Contrary to the wont applied to dissertations in the sciences, this
thesis is an original work which does not include text extracted from the publications written
during the doctoral program. It is therefore not to be regarded as a reformulation of the content
of these articles [811-813|, but as the prime continuation thereof.

With the wherewithal that we developed — the compaction algorithm and the new set of
cross sections — we have probed preliminarily the phenomenon of electron thermal runaway in
hitherto understudied territories; low electric fields and varying gaseous compositions. As an
open conclusion, we fancy that preconditioning of the gaseous medium by streamer coronas is
relevant to unveil some of the mysteries shrouding our current understanding of thermal runaway.

Publications of the present author

811. Schmalzried, Luque, “Influence of Elastic Scattering on Electron Swarm Distribution in
Electrified Gases”, |J. Geophys. Res.: Atmos. 125, ¢2019JD031564 (2020) M '
(117} 1399} (534, [546), [557)).

812. Schmalzried, Luque, Lehtinen, “Combined molecular and atomic potentials for elastic
cross sections of electrons scattering off diatomic molecules at intermediate energies”,

Phys. Rev. A 106, 082813 (2022) (i} v 9 s, B2, G0} 70} 72 {400} 03} 112} 563).
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Resumen

Desde hace poco se sabe que los rayos de tormentas en la Tierra son fuentes prolificas de radiacion
de alta energia 2,252, 267]. En particular, se han observado destellos terrestres de rayos gamma,
con duracion de poco mas de 1 ms asociados a la actividad de rayos de tormenta |725]. Asi mismo
se han detectado estallidos de rayos-X emitidos por chispas en laboratorios |517]. Los fotones
gamma o X de estos destellos estan producidos por Bremsstrahlung (radiacion de frenado) de
electrones rapidos desviados por los ntcleos de los atomos presentes cerca de las descargas. Esos
electrones rapidos pueden ser engendrados como productos secundarios de ionizacién por rayos
cosmicos o bien ser acelerados desde energias méas bajas en campos eléctricos en las descargas
muy intensos y localizados.

Este altimo mecanismo (la aceleracion) se conoce como runaway térmico y su estudio es el
tema principal de la presente tésis. Actualmente, desconocemos la relaciéon precisa entre estre
proceso y la fisica de las descargas. Por ejemplo, la fluencia medida de rayos-X (ntimero de fotones
atravesando una superficie unitaria) supera las predicciones de modelos teoricos del runaway
térmico en descargas. La probabilidad de acelerar un electron térmico hasta energias altas en las
cuales empieza a irradiar por bremsstrahlung es demasiado baja en los campos eléctricos cerca
de las cabezas de los dardos (canales de ionizacion llamados streamers en inglés). Los campos
eléctricos necesarios para el runaway térmico son atun mas altos y por tanto poco plausibles.

En los modelos fisicos, la abundancia de electrones térmicos en runaway depende mucho de
como se describe la dispersion de electrones por moléculas [169, 218 677]. En particular, en
un estudio comparativo [811], hemos demostrado que varios modelos de dispersion elastica dan
lugar a distribuciones significativamente diferentes de electrones de alta energia.

De ahi, hemos identificado dos necesidades para dar una base sélida al estudio del runaway
térmico:

1. Hallar un entorno fisico apropiado, incluyendo el campo eléctrico y el estado del aire. Es
necesario tener la capacidad del modelizar eventos de rareza extrema en este ambiente, con
probabilidades arbitrariamente bajas.

2. Poseer un modelo altamente fiable y preciso de la colisiones de electrones con moléculas
que sea consistente en un rango amplio de energias: desde cero hasta varios MeV.

La primera parte de la tesis da respuesta a la primera necesidad; en ella investigamos la
abundancia de electrones de alta energia obtenidos en simulaciones Monte Carlo bajo varias
condiciones de campo eléctrico y de composicién y temperature del aire. En nuestro segundo
articulo [813], adaptamos la técnica del muestreo de importancia (importance sampling) en simu-
laciones de Montecarlo para implementar un algoritmo de compactacién que mejora la estadistica
de electrones de alta energia a cambio de deteriorar la resolucion sobre electrones de baja energia.

La segunda parte de la tesis abarca la segunda necesidad. En esta parte compilamos una
coleccion casi completa de secciones eficaces de colision entre electrones y moléculas independiente
de bases de datos actualmente usadas. Empleamos una recopilaciéon exhaustiva hasta 2022 de
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X RESUMEN

secciones eficaces experimentales, cdlculos precisos de mecéanica cuantica junto a representaciones
analiticas sencillas. El modelado de dispersién elastica estd basado en nuestro tercer articulo
[812], en el que calculamos seciones eficaces diferenciales de dispersion eléastica de electrones por
moléculas diatémicas.

Ademas, la tésis contiene también una tercera parte que suplementa las dos primeras y con-
tiene una documentacién minuciosa del proceso de construccién de la nueva base de datos de
secciones eficaces. Provee una resena de técnicas de ajuste de datos experimentales y compara-
ciones entre varias bases de datos de secciones eficaces de colisiones entre electrones y moléculas
actualmente usadas.

Hasta ahora, la mayoria de la literatura se ha centrado en vias plausibles de formacion de
campos eléctrico intensos en frentes de ionizacién. En esta tesis hemos cambiado la perspectiva
hacia el efecto que conlleva un cambio en la composicién quimica del aire debido a la actividad de
descarga que precede el runaway térmico. La tesis extiende y completa los trabajos publicados
anteriormente [811-813)|.

Con los medios que hemos desarrollado —el algoritmo de compactacion y la nueva base de
datos de secciones eficaces— hemos explorado el fenémeno de runaway térmico de electrones en
territorios hasta ahora poco estudiados: en campos eléctricos mas bajos y en composiciones
gaseosas variables. Planteamos la hipétesis de que el preacondicionamiento del medio gaseoso
por coronas de dardos es relevante en el proceso de runaway térmico.



Resumo

En lastaj jaroj, elektraj disSargoj estis trovitaj esti produktivaj fontoj de alt-energia radiado
[2, 252 267]. Aparte, surteraj gamaradiaj ekbriloj estas observitaj en korelacio al fulmagado;
kaj ekestoj de Rentgenradioj estas mezuritaj en eksperimentoj kun laboratoriosparkoj [517]. La
gama/Rentgen-fotonoj estas produktitaj el Bremsstrahlung (bremsa radiado) de rapidaj elek-
tronoj dispersantaj de atomkernoj ¢eestantaj en la najbareco de la dissargo. La rapidaj elek-
tronoj povas esti generitaj aii per kosma radiado at akcelitaj en tre intensaj kaj lokalizitaj
elektraj kampoj en la disSargo.

Ci-lasta mekanismo (akcelado) estas tiu studita en & tiu tezo kaj nomita “termida elektrona
fugo”. En la nuna stato de scio, gi prezentas multajn defiojn al nia kompreno de disSargoj.
Ekzemple, la flueco de Rentgenradioj (nombro de fotonoj transirantaj unuareon) superas tiun
antatidiritan de nunaj modeloj de termida fugo en disSargoj. Konkrete, la probableco de akceli
termikan elektronon al altaj energioj, kie gi radias tra bremsstrahlung, estas trovita esti tro
malalta ¢e tipaj elektraj kampoj renkontitaj ée la kapo de fluajoj (mem-subtenaj jonigaj ondoj).
Inverse, la kredebleco de tre altaj elektraj kampoj, kiuj ebligas termidan fugon, estas necerta.

De la modeliga perspektivo, la abundo de termidaj fugaj elektronoj dependas forte de la
modelo elektita por reprezenti elektrondisperson disde molekuloj [169, 218, 677]. Aparte, en
kompara studo [811], ni montris ke diversaj modeloj de elasta disperso donas signife malsamajn
distribuojn de alt-energiaj elektronoj.

Tial, ni identigas du necesajojn malhelpadas solidan studon de termida fugigo:

1. Trovi fizikan medion, kunmetitan de I’ elektra kampo kaj la stato de aero, kiu krei la
kondi¢ojn kiuj ebligas termidan fugigon. Tiam, en tiu medio, povi modeli okazajojn de
ekstrema maloftajo, al arbitraj malaltaj probablecoj.

2. Posedi tre fidindan kaj precizan modelon de elektrono-molekulo kolizioj, kohera éie energioj:
de nul gis pluraj MeV.

La unua neceso estas respondita per la unua parto de la tezo, kie ni esploras la abundon
de alt-energiaj elektronoj akiritaj en Monte Carlo simuladoj sub diversaj kondi¢oj de la elek-
tra kampo, la aera kunmetajo kaj temperaturo. En dua artikolo |813], ni adaptis la Monte
Carlo gravecprovajmetodaron en "kompaktigan" algoritmon kiu plifortigas la statistikojn de alt-
energiaj elektronoj al arbitre malalta probableco de okazo, aliflanke, je la kosto de plimalbonigado
de la difino de malalt-energiaj elektronoj.

La dua neceso estas traktita en la dua parto de la tezo, kie preskati kompleta aro de elektron-
molekulaj latiaj sekcioj estis kunvenita sendepende de la datumbazoj nuntempe uzataj. La
asembleo kombinis gisfundan kunvenon (gis 2022) de eksperimentaj laiiaj sekcioj, precizaj kvan-
tumaj mekanikaj kalkuloj kaj simplaj analitikaj reprezentadoj. La modeligado de elasta disperso
bazigas sur nia tria artikolo [812] por kalkuli diferencialajn sekciojn de elektronoj dispersantaj
elaste el diatomaj molekuloj.

xi



xii RESUMO

Cetere, @ tiu tezo ankail enhavas trian parton, kiu kompletigas la unuajn dua partojn per
gisfunda dokumentado de la procezo por konstrui la novan laiian sekcian datumbazon. Gi disponi-
gas superrigardon de teknikoj por konvenado de eksperimentaj datumoj kaj komparoj de diversaj
elektron-molekulaj latiaj sekciaj datumbazoj nuntempe uzataj.

Gis nun, la plej granda parto de la literaturo temis kredindajn mekanismojn, kiuj kondukas
al formado de intensaj elektraj kampoj en jonigaj frontoj. En tiu tezo, ni turnis nin al malpli
vizitata perspektivo konsiderante la Sangon en la kemia kunmetajo de aero pro la disSarga agado
antall termida fugo. Kontratie al la kutimo aplikita al disertacioj en la sciencoj, ¢i tiu tezo estas
tute originala verko sendependa de la artikoloj publikigitaj gis nun dum la doktora programo.
Tial gi ne devas esti rigardata kiel reformulado de la laboro realigita en tiuj artikoloj [811-813],
sed kiel la ¢efa datirigo de §i.

Kun la rimedoj, kiujn ni ellaboris — la kompakta algoritmo kaj la nova aro de latiaj sekcioj
— ni sondis antatitempe la fenomenon de elektrona termida fugo en gis nun nesufice studitaj
teritorioj; malaltaj elektraj kampoj kaj S8angadaj gasaj kunmetajoj. Aperta konklude, ni imagas,
ke antatikondi¢igo de la gasa medio per fluajaj coronoj estas temrilata por malka8i iujn el la
misteroj, kiuj kovras nian nunan komprenon pri termida fugado.



Preface: how to read this thesis?

The research conducted in this thesis was originally motivated by helping to understand the
mechanism, known as electron thermal runaway, whereby high-energy electrons are being pro-
duced from the acceleration of free electrons in electric discharges in the atmosphere.

As often happens in scientific investigation, during the process of obtaining results, we realised
that the data upon which our modelling relied were outdated and required thorough revision.
After a careful consideration, we took the decision to undertake the revision ourselves despite
the risks involved of not succeeding.

The creation of a new database entailed the extension of the thesis to its present length*]
In exchange, this enabled us (i) to establish more steady foundations for the investigation of
electron thermal runaway in discharges and (ii) to improve the applicability of simple models to
the representation of electron-molecule collisions useful for modelling weakly ionised plasmas.

Structure of the thesis
The present thesis is structured into three parts each composed of six chapters.

e Part I investigates the main objective of the thesis about electron thermal runaway in
atmospheric gases.

e Part II sets the foundations for revising the cross sections for collisions between electrons
and molecules.

e Part III gathers and complements the research in part II in order to provide data required
as input to part I.

The first two parts follow a parallel structure of 6 chapters.

i) Context. The first chapters are an introduction into the topic and motivation in relation to
the thesis.

I. chapter [1] is a phenomenological introduction to electric discharges, including high-
energy processes, occurring in the atmosphere.
II. chapter[7]introduces basic notions of electron scattering with molecules, how they are

measured and calculated.

ii) Model. The second chapters introduce the theoretical background used to construct the
physical model.

*For an efficient browsing through the hyperlinks embedded in the electronic version of the thesis, please check
your .pdf reader’s navigation shortcuts. For many readers, the shortcut is A1t + «, — to quickly switch back
and forth.

xiil
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I. chapter 2] explains how electrons are modelled in weakly ionised plasmas, particularly
in the framework of Monte Carlo simulations.

II. chapter[§presents the modelling of electron scattering off molecules from the quantum

mechanical perspective based on the optical potential approach.

iii) Numeric. The third chapters present the numerical methods required to implement the
physical models.

I. chapter [3| regroups the methods used by Monte Carlo simulations of electron swarms.

II. chapter[Jexplains how to calculate differential cross sections from an optical potential.

iv) Critique. The fourth chapters contain information about difficulties encountered in the
construction and implementation of the models used.

I. chapter [4] is a collection of points that require attention when modelling electron
swarms in gases from the Monte Carlo approach and how to assess the validity of the
simulations.

II. chapter is an extended discussion and comparison of approximations and semi-
empirical models used to calculate electron-molecule cross sections in the optical po-
tential approach.

v) Results. The fifth chapters present the results obtained from the application of the model
and its numerical implementation after it has been examined in the preceding chapter.

I. chapter [5| presents Monte Carlo simulations of electrons in gases and a specific empha-
sis on the production of high-energy electrons through thermal runaway acceleration.

II. chapter|11]assembles the necessary information (theoretical, experimental) in order to
produce concrete electron-molecule cross sections classified according to their reaction
channel.

vi) Discussion. The sixth and last chapters provide an overview of the work done, highlight the
main points found in the results chapters and propose perspectives for future investigation.

I. chapter [6] connects and comments the results obtained for electron thermal runaway
in relation to the context described in the first chapter.

I1. chapter|l2]summarises the results obtained of electron-molecule cross sections for each
atmospheric species: No, Oo, NO, Ar, O and N.

The structure of the third part is different.

Appendices. The first two chapters are appendices to the work done in chapter

e chapter [13]is a detailed presentation of how we fitted analytical expressions to exper-
imental data.

e chapter|14]is a collection of analytical formulae obtained in the first Born approxima-
tion for representing elastic scattering of electrons from molecules at high energies.

Database. The next two chapters present the newly constructed database of cross sections.

e chapter [I5] explains how the database was created from the information in chapter [I]]
and how to use it.



XV

e chapter [16] compares the new database to other existing databases hosted on [LXCat
and to experimental data.

Comments. The last two chapters are comments of the author about the thesis.

e chapter is a comment on the importance of having an international language for
science.

e chapter|1§is a personal comment about the challenges and issues encountered during
the thesis, concluded by acknowledgements.

Readers that are interested in the new material can refer to the lists in the conclusion sections

and or directly consult:
e the particle compaction methodology that we developed in section

e the elastic differential cross sections which we obtained in section [11.1]

e the analytical impact excitation cross sections in section and the ensuing sections,
e the binary-encounter-dipole model for impact ionisation which we improved in section[I1.5.3]
e the revised database in chapter

e and of course, the chapter about results of electron swarms and runaway electrons in
chapter [5

Finally, users of the new database can directly skip to section where the table
presents an overview of how the database was constructed.

Before plunging into the reading, in the following sections, the readers can acquaint them-
selves with the notation and abbreviations that we use throughout the thesis. An overview
specific to the atomic system of units is given at the end of chapter

|
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Notation

The mathematical symbols typewritten in this thesis try to follow the guidelines of the revised
standard ISO 80000-2 [432]. In particular the usage of italic versus roman font is reminded
below:

Italic font is reserved for:

v physical variables or constants (e.g. x,y, z for space coordinates or ¢, h, e for speed of light
in vacuum, Planck’s reduced constant or the elementary charge)

v’ subscripts which relate either to a continuous or discrete variable/quantity. Thus the
molecular polarisability may be written as ag signifying its parametric dependence on the
interatomic distance R of molecular hydrogen Hy. The spatial components of a vector
Dz, Py, D> to denote the projections in each of the Z,, Z directions. All indexes 4, n,m that
count objects in a sum or that designate elements (A;;) in a tensor/matrix shall be written
in italic as well.

Roman upright font is used for a wide range of cases:

V' International units: meters m, nano-seconds ns, kelvins K, Rydbergs Ryd, etc.
v Abbreviations of chemical elements and excited states

v Mathematical constants: notably Euler’s constant — e — root of the natural logarithm, and
the imaginary number — i.

v Mathematical operators, in particular the differential dx instead of carelessly dx; and
named functions : ‘sin’ for sine, ‘In’ for natural logarithm and *J,,(r)’ for Bessel’s function
of the first kind and of degree n.

V' subscripts of variables or a quantities that refer to an abbreviation, to a concept or a notion.
As an example, the energy in the relative frame is typewritten e, not g¢, or the ionisation
cross section is o; not gz.

This prescription was transgressed in the particular case of the velocity — v. I chose to
preserve a consistent typewriting between the velocity as a vector, its norm and components.
Thus, if v represents the velocity (vector) of a particle:

[v]| =v but not : >,
v-FE =vg but not : =g .

This is because the ‘italic’ font for v looks too much like an ‘upsilon’ v. I decided to reserve
v =0,1.. only for the vibrational excitation quantum of diatomic molecules.
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Next, I reserve some special meaning to accents:

q:
a:

W]

a unit vector

a unit complex number

a cumulative integral (can be normalised)

an average or a magnitude factor’

: an average over a discrete set or continuous space

5(x):

a reference, an accurate estimation of a quantity

an approximation, correction, perturbation, fluctuation

Xvil

~ |4l =
~laj=1
f; d—gd:p
— é(:(}) = ([101(31—0) with x € [.’Eo,wl]
zo dz 4%
_ s(z,y) f(y)dy
- S(l') = Y1 d
v (W) dy
Ly
> (s)=—=) s
N iH

e.g. : §(x) could be $(x) -5

Abbreviations
Part I Part II
Acronyms Acronyms
+ EEDF : electron energy distribution func- % a.u. : atomic units
tion

O

O

+ BED : binary encounter dipole (model)

MC : Monte Carlo

+ CS : cross section

— PIC : particle-in-cell

— DCS : differential cross section

RREA : relativistic runaway electron — SDCS : singly differential CS
avalanche

— DDCS : doubly differential CS
TEB : terrestrial electron beam — TDCS : triply differential CS

TGF : terrestrial gamma-ray flash

VLF : very low frequency
Indexes

‘a’ or ‘att’ : attachment

%

‘b’ : binary

¢’ : critical

%

¢’ : collision (index)

ICS : integral cross section

MTCS : momentum-transfer CS
* DFT : density functional theory

— KDF : kinetic density formulation
EELS : electron energy loss spectrum
+ FCF : Franck-Condon factor

FEG : free electron gas

‘- drift + HF : Hartree-Fock (variational method)

e’ : electron

+ MERT : modified effective range theory

#This could either be a constant or a function if the average is performed on a sub-dimensional space of a
multi-variable function
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. excitation

— ‘diss’ : dissociation

— ‘el’ or ‘e’ : elastic
— ‘® : inelastic
— ‘elt’ : electronic
— ‘rot’ : rotational
— ‘vib’ : vibrational
¢ )
g’ gas
‘I’ or ‘ion’ : ionisation

‘k’ : breakdown
‘m’ : momentum transfer or measurement

‘r’ . runaway

‘s’ : super-electron (or streamer)
‘th’ : threshold
‘tot’” : total

! centre-of-mass frame

(prime) :
‘+’ : posterior to a collision

‘-7 : prior to a collision

‘0’ : initial (also before a collision)
‘1’ : primary (in impact ionisation)
‘2’ : secondary (in impact ionisation)
. target (compaction)

oo’ : nominal/stationary (compaction)

+ MPSA : molecular phase shift analysis
* OS : oscillator strength

— OOS : optical oscillator strength
— DOS : dipole oscillator strength

- GOS
strength

generalised  oscillator

* Og spectrum :

— HPC : Herzberg pseudo-continuum
— SR : Schumann-Runge (continuum)
— LB : longest band
2B : second band

+ PCI : post-collision interaction (after
ionisation)

+ PWBA : plane-wave (or first) Born ap-
proximation

— IAM : independent atom model

— SR : screened Rutherford (differen-
tial cross section)

+ RBEH : relativistic binary encounter
Bethe

%+ SC : semi-classical

— SCF : semi-classical Fermi (free
electron gas)

Indexes
e ‘d’ : dipole

e ‘1’ : relative (centre of mass)

¢ Y

e ‘r¢’ : residual elastic
e ‘rm’ : residual momentum transfer
e ‘rd’ : residual dissociation

“also RBEQ = RBEB with a Q parameter
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Glossary

Part 1
Einstein coefficient (A™") <
electric acceleration (eE/me)

angle between electric and magnetic fields
Townsend’s first ionisation coeff. : «a; <
(“magnetic field”) magnetic flux density
impact parameter
magneto-electrostatic drift velocity : g4 <
speed of light = 299792458 m/s

|E: D } e
swarm diffusion coeff.

1LE : D,
duration At or distance Ar >
small timestep (0t), energy interval (de) >
electric field
elementary charge
Euler’s number
excitation energy
electron kinetic energy
average friction force
energy distr. func. : fe

velocity distr. : f, ¢ distribution

phase space : f(r,v,t)
azimuthal angle in the plane 1 E

azimuthal angle
index for a gas species O

Lorentz relativistic factor

predissociation ratio : npq <
angle between velocity and electric field

scaling energy in the first Born approx.
Boltzmann’s constant : kg <

distance travelled by an electron

electron mean free path : A <
Coulomb logarithm : A. <
electron’s mass

electron’s mass

mass of a molecule/atom

Q

o oI
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Part 11
scattering length
atomic radius in exp(-r/a)
> ag : atomic Bohr radius
~ 0.00729735 : fine structure constant
> aq : molecular dipole polarisability
binding energy in an atomic orbital (B,)

e~ velocity in relativistic units 8 = v/c
=1/aa.u. ~ 137.036 a.u.

static dipole moment

forbiddance degree in o o< 1/e?
< energy difference AE
O &y : phase shift bound to the ¢ wave

=1.602176634 x 107 C = 1 a.u.
~ 2.718 282

energy of a system, a state

generalised oscillator strength

optical oscillator strength
scattering amplitude

atomic orbital wavefunction

> ¢p : Coulomb interference term
rotating the scattering plane

degeneracy degree of a state
=1/\/1-(v/c)?

resonance width (energy)

Hamiltonian operator

screening parameter 7 = 1/(2ka)?

polar angle from the internuclear axis
ionisation potential

quantum number for rotational excitation
reactance matrix

electron wave number

> L : orbital angular momentum operator
e -molecule total angular momentum
harmonic degree of a molecular potential
e~ angular momentum quantum number
decay rate in Yukawa/Slater potentials
projection of L on the internuclear axis
angular momentum projection on the z-axis
D> me ~ 9.10938 x 10731 kg

projection of rotational angular momentum
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cosine of scattering angle cosf
electron mobility : pe <
number of electrons in a swarm : N, <

electron : mn .
density

gas : Ngas

total collision : Vit

electron avalanche : v, rate

runaway production : v,
electron kinetic momentum
kinetic momentum of a molecule (or ion)
probability
heating rate

electron position
source term in kinetic equation

(unbiased) standard deviation
cross section
temperature

time
relaxation : 7
mean free : 7; time

average runaway : Ty
electron scattering angle

e~ kinetic energy in a bound orbital

electron velocity

molecule velocity

super-electron statistical weight

instance from a random uniform variable
a ratio

ionisation degree : (; <
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z-projection of total angular momentum
e~ reduced mass u=meM /(M +m)

number of electrons in a molecule/orbital

principal quantum number in an orbital
O index for degree or order

Legendre polynomial

static quadrupole moment
momentum transfer in a collision
internuclear separation

radial position

electronic density in atoms
scattering matrix

e molecule spin

electron spin projection on the z-axis

transition matrix

resonance lifetime

reduced potential : U(z) =2V (z/k)/k?
| evolution operator (unitary)
radial function (partial wave)
= k in atomic units
vibrational quantum number
atomic/molecular potential
a weight factor w < 1
position-spin coordinate x = (r, s)
a variable in a series
atomic charge number
dimensionless variable used in integrals
total electron-molecule wavefunction
electron scattering wavefunction
vibrational /rotational angular frequency
solid angle of scattering
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Electron swarms in electrified gases






NOTATION 3

Prologue

Like most scientific research conducted nowadays, it is hard, at first glance, to figure out the
purpose behind a study such as “electron swarms in electrified gases”. Although we are fortu-
nate to live in a technologically developed environment to start unfurling words to defend our
cause — such as laser, discharge lamps/tubes, plasma air purifiers, chemical reaction catalysers;
plasma needles, bullets, beams for biomedical treatments, microelectronic ashing and etching,
arc discharge prevention in electronic/electrical equipments; and then, of course, the delight of
measuring gas properties derived from swarm experiments that give cross-sections, excitation,
ionisation and transport coefficients; — still, in almost any application, the connection with
the present study is far from obvious, even for specialists. This leaves us with the last, oldest
and unrelenting purpose of science: to study natural phenomena, such as lightning. Therefore,
it should not be surprising that despite all the possible industrial applications aforementioned,
this thesis has been fundamentally motivated with the aim to help understanding some of the
numerous mysteries about the sensational characteristics of lightning.

There are many ways in which an investigation about phenomena related to lightning could
be made. With the bountiful means of the present time, we would typically combine observations
with many different instruments positioned at various viewpoints: through electric field mills or
antennas positioned on the ground surface just below or hundreds to thousands of kilometers
from the thunderstorm activity; with local balloon and in-situ probe measurements, planes flying
nearby, above or venturing inside thunderclouds; or even from very distant places such as satellites
or monitors located on the ISS comfortably watching the spectacular scene from space.

Next, we would conduct experiments from small sparks in glass tubes, electrodes in labo-
ratories to outdoor majestic discharges with massive power-voltage generators, or going as far
as bridging the gap with the natural scale of lightning through rocket-triggered strikes that
take advantage of the great potential difference present in thunderstorms. Then, launch numer-
ous simulations each more sophisticated than previous ones, starting from individual electron
swarms (of which this thesis covers a small part), fluid models of streamers, adding leaders,
then deriving electromagnetic emission activity from electric currents, black-body radiation of
heated air, molecular de-excitation, electron bremsstrahlung emission, sometimes just focussing
on high-energy particles, othertimes on thermal ones, looking how this radiation provokes tran-
sient luminous events elsewhere in the atmosphere, etc. In other words, much has already been
done, and much more is yet to be done, as always; not least in assembling the research into a
comprehensive (and hopefully comprehensible) scientific field.

Faced with this impressive, indeed staggering amount of investigation, I would nonetheless
like first to turn towards somewhere we typically look less frequently for cognitive insight about
lightning : namely cultures |265]. In a world where we have access to unrivalled, accurate and
reliable information from measurements and simulations, looking at how humans regard lightning
through their cultural background seems naive. As it turns out, this is actually a very good start;
for naiveness in science is often well rewarded.

It is needless to remind what tight link lightning and thunder has to religions and deities.
Both were personified as the deeds of a supernatural being. While lightning strikes were almost
invariably thought of a fiery projectile: slingshot, stone, axe, bolt; hurled to the ground or into
the air, the rumbling and clashing of thunder had diverse interpretations. In northern Europe
and Indian, thunder could be the rolling of a heavenly chariot ridden by the god of lightning. In
Asia, it rather was the beating of drums, while in some American and African cultures it was
the flapping of the wings of a giant Thunderbird whose eyes blinked to launch strokes.

The overwhelming power of thunderstorms compelled many cultures to regard gods of light-
ning also as sovereigns over all atmospheric phenomena including rain and wind. They ranked
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among the highest positions in the vast majority of pantheons and sometimes, as in Greco-Roman
mythology, the god of lightning (Zeus/Jupiter fig. was considered the supreme leader that
dispensed justice upon the world. The belief that storms, rains and strikes were wilful divine
feats, inevitably led to attempts of attracting the god’s favour. Rituals, offerings and often
sacrifices were conducted to attract good rains in regions where harvests were at the mercy of
droughts, such as in Mayan and Inca cultures. Sometimes, lightning was associated also with
fertility, as in Shintoism and native American religions. The Incas even characterised intra-
cloud as male lightning and cloud to ground as female, thinking the latter could somehow affect
pregnancy.

The destructive capabilities of lightning strikes in-
spired fear and awe toward gods. As the only natural
force that can be channelled into singular destinations
(rocks, trees, buildings, tall pointy objects, and also peo-
ple), it shouldn’t come as a surprise that lightning was
long believed to emerge from divine will of punishment
or as ominous signs to mortals.

Places struck by lightning were invariably thought
as chosen or targeted by the gods. The implications of
a strike were diverse. Etruscans would interpret ani-
mals and humans struck as sanctified and they would
bury them on the spot. Occasionally, shrines would
be erected on spots stuck by lightning. The physical
damage after a strike was almost universally imputed
to divine projectiles whose remains — “thunderbolts” or
“thunderstones” — possessed magical protective powers.
As a consequence, many fossils, crystals and prehistor-
ically carved stone tools were misidentified as thunder-
bolts and carried as amulets, mounted on rooftops or
door lintels, or used in rituals to ward off lightning
strikes; believing that the gods had no apparent reason
to strike the same spot twice.

The dilemma of recognising both the destructive and
beneficial power of lightning was deformed by Christian
religious crisis into a witchcraft paranoia that, notwith-
standing our technologically advanced society, still per-
sists today in some rural regions of the globe. From the
fifteenth to the early eighteenth centuries, damage by
lightning or storms was almost systematically imputed
to some dark plotting of mortals along with the devil to Figure 0.1: Statue of Jupiter holding
take abuse of divine powers. a thunderbolt at the Musée du Louvre

In modern times, although our interpretations of in Paris. , p.20]
lightning changed drastically, our nature remains un-
changed and our beliefs recycled. It is thus not unusual to be tempted by the zeitgeist thinking
that lightning could or should be harvested in some way to help us overcome the foretold energy
crisis. In connection with lightning hazards, fortunately no one will be accused of wizardry,
tortured and burned; though damage to buildings and electrical equipment can be imputed to
inadequate engineering design. More than ever, lightning (or simply electric discharges) is pic-
tured as a spark of fertility through experimental evidence of laboratory-triggered snow [471],
rain provoked from clouds, and speculations that lightning activity might have played a role in
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life formation [647]. Belief in superpowers is not necessarily shaken either, simply restated. A
person witnessing and surviving a lightning strike hitting in the vicinity of a few meters where no
other pointy or conductive object could have scientifically justified its landing, will be strongly
tempted to ascribe such fortune to a sort of divine intervention, or simply luck. There is always
room for new beliefs or postulates to emerge and the puzzling phenomenon of ball lightning is,
in this respect, one of the most fertile fields. An extensive discussion of the folklore and myths
inspired by lightning and thunder can be found in Sibley [850|, a somewhat shorter introduction
to its cultural aspect is given in Elsom [265].

Regardless of its hundreds of actual and potential technological applications, it should be
pointless to justify the use in studying lightning from a natural point of view. Whereas techno-
logical achievements magnify the illusion of our omnipotence and can at times promote distrust
by pushing afar the boundaries of fatality, a natural perspective to science restores the primal
interest we have about lightning : why there, why then, how thus ?

It is unfortunately not the aim nor even the capacity of this thesis to answer these questions.
However, despite not giving clear answers, we strive to provide new or updated tools to help
in elucidating one of the numerous mysteries about lightning : namely its relationship to high-
energy radiation.






Chapter 1

Context

An extremely insightful experience a scientist can make without equipment, budget and prelim-
inary research is to ask a random person on the street: how do electrons relate with lightning?

Depending on whether we feel too complacent about the wealthy and rigorous vocabulary
we are wont to employ, we would either see the person as utterly untaught or on the contrary,
realise how often knowledge can be overridden by our intuition and way of expressing ourselves.

In reality, such a benign question might equally stun one speechless, as if being asked what role
does water play in life. For that reason, without falling to the temptation of wielding equations
to glue our reasoning, we will first slowly descend in conceptualisation, from thunderstorms to
lightning, through discharges, to swarms and individual electrons. Hoping on the way, that we can
grasp the great scales of magnitude over which electrical phenomena unfold in the atmosphere.
This chapter should prepare us to frame better the research of this thesis centred on electron
swarms.

1.1 Lightning in nature

From a global perspective, lightning is now recognised as part of an immense power generator
to the global electric circuit in which the Earth can be seen as a conductive sphere coated by an
insulating positively-charged layer of atmosphere that steadily recovers its conductivity above 60
km of altitude at the base of the lower-ionosphere. At such heights, the conductivity is mostly
due to the presence of free electrons seeded (directly or through ionisation) by perpetual cosmic
and solar radiation. For this reason, this conductive layer is referred to as the “electrosphere”,
sustaining a positive potential difference to the ground of 300 kV.

This fact uncovers a new fictional futuristic scenario for an electrified world with appliance
cords hanging here and there from the sky. Nonetheless, in our modest realistic scenario, it
instructs us to continue learning about atmospheric electricity.

Naturally, this potential difference causes electrons to leak continuously from Earth into the
atmosphere. Thunderstorms complete the cycle by replenishing electrons to the ground. We
start describing the basic meteorological mechanisms driving thunderstorms.

1.1.1 Thunderstorms

Clouds form as the ground, heated by the sun, supplies and warms moist parcels of air, rising
into the atmosphere as their thermal expansion lowers their local air density. In normal weather
conditions, the moisture in parcels condensates as the temperature drops at higher altitudes and
forms suspended water droplets that compose cumuli, i.e. regular clouds. Depending on the

7



8 CHAPTER 1. CONTEXT

temperature profile of the atmosphere and the humidity of the air, the updraft can be stronger
and further lift the air parcel several kilometers above the cloud base altitude usually between 700
to 1 km above sea level. This leads to the creation of cumulonimbi or thunderclouds which can
tower up to 18 km in height. At some point in altitude, known as the tropopause, the atmospheric
temperature goes through a minimum before rising again. This stops the mechanism (buoyancy)
by which warm parcels ascend and they spread horizontally instead, giving to thunderclouds
their typical anvil shape. An example of a temperature profile with a tropopause at 16 km is
displayed in figure

Along the ascent, as the local temperature cools below the freezing point depending on
pressure, the water contained in the air can adopt a great variety of forms. Some droplets
can crystallise while others remain liquid: they become known as supercooled water droplets
Tiny ice crystals ¢ can grow in size as supercooled droplets and other ice crystals aggregate
to create heavier particles known as graupel ©'. The various water particles populating clouds
are generically named hydrometeors. Through the competitive force of gravity and updraft,
a velocity differential is created among particles varying in size which then collide. Whereas
smaller ice crystals are carried by the updraft and soar, heavier graupel fall slowly or at best
remain in suspension where the updraft is still strong enough. Their collisions result in a charge
exchange reaction whose effectiveness and sign is conditioned by the ambient temperature.

The overall charge structure of a thundercloud is therefore layered according to its temper-
ature profile (which depends on the latitude, season, orography, climate, etc.). It is most often
modelled as a tripole with a main upper positive charge region between 6 to 14 km and -20
to -40°C, a main negative charge in the middle between 2 to 7 km around -10°C and a lower
positive layer at the cloud base and above 0°C. As a response to the electric field, layers of
screening charges form in the more conductive regions of the surrounding environment. Thus,
the cloud boundaries can be shrouded with a screening layer, essentially negative at the top.
Additionally, the ground below the thunderstorm reflects the tripolar structure by accumulating
negative, positive and again negative charges in roughly concentric regions right below to far
from the thundercloud base. The right of figure illustrates the basic electric structure of a
thunderstorm in relation to the altitude and temperature.

The charge accumulated in the main regions can range from a few tens to over a hundred
Coulombs (~10—100 C). Their separation up to several kilometers leads to potential differences
typically around 10100 MV and once reported up to a GV [386]. From ground to cloud top,
the electric field profile varies and changes in direction each time a layer of opposite charge is
crossed [631].

At ground level, an accumulation of charges in tall structures (trees, buildings, etc.) enhances
the local electric field. This enhancement, if intense enough, may lead to the formation of a special
kind of discharge called ‘corona’, the physics of which are introduced later in section [[.:2.2] The
current generated by the corona redistributes charges in the vicinity of the field-enhancing object
until this field becomes screened. The charges filling this volume form a corona ‘space charge’.
They are represented around the miniature tree and house on the bottom right of figure [I.1]
Finally, the effect of this corona is to screen the field measured at ground to a range of 1-10kV/m
[866]. In absence of corona charges (such as on plane surfaces like desert plains or lakes), the
electric field can reach up to a hundred kV/m [933].

Maximum fields inside clouds are between 100—300kV/m [764] p.83:table 3.2|. Further ele-
vation of this field can occur in areas of higher charge concentration and especially through the
enhancement at the tip of ice crystals. Initiation of electric discharges is likely to emerge and
attach at those tips when the local field enhancement is close to the electric breakdown threshold
of air. One can see how this threshold varies with altitude on the scaled axis in the middle of

figure
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Figure 1.1: Formation and structure of thunderclouds according to the temperature profile of the
troposphere calculated with the NRMLSISE-00 atmosphere model. The tropopause corresponds
to the first minimum in the temperature profile. Convection stalls at the tropopause, but there
may be a slight overshoot marking the top of the thundercloud.

Thunderstorms develop through various phases. The formation phase is characterised by
a strong updraft carrying moist parcels of air and benefiting great birds such as hawks and
eagles gliding, soaring and most probably being thuswise at the origin of the Thunderbird myth
[265, Chapter 1 §The Americas|. As the cloud swells, graupel is generated and the charge
separation mechanism takes place, giving way to occasional breakdowns laying out a soft rumbling
of thunder. At some point the supply of warm air depletes, the updraft weakens and heavier
particles start to engender a downdraft which permeates the core of the cumulonimbus, stifle
the remainder of the updraft and provoke the outburst of downpour. More turbulence agitates
the cloud’s core and fosters electrical activity. In case of a simple unicellular storm, there is no
adjacent cell or region that can resupply the cloud with water droplets and crystals. After a few
hours, the thundercloud subsides, dissipates and clears the sky.

Although the mechanism described so far is generic to many thunderstorms, these can adopt
very complex structures and present many variants. The convection can be either induced by
orography (i.e. by mountains, hills), or by cold air fronts. A storm can comprise multiple cells
or supercells with coexisting regions of intense updrafts and downdrafts, it can also be linked
to cyclones. Broader information about the physics and variety of thunderclouds can be found
in Cotton et al. [195]. Nevertheless, we suggest Cooray [189] for its insightful explanation of
thunderstorm structures. Quantitative information and detailed referencing has been gathered
in Rakov and Uman [764, Chapter 3, p.67-93]. Of course, lightning is not exclusive to hydro-
clouds and occurs in volcanic or nuclear plumes, sandstorms and other planetary atmospheres
with different chemical compositions. We now turn ourselves to the observed characteristics of
discharges in thunderstorms in the next section.


https://ccmc.gsfc.nasa.gov/modelweb/models/nrlmsise00.php
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1.1.2 Lightning Discharge

So far, we have depicted thunderstorms as a sort of gigantic machines that separate and unevenly
distribute charges over vast volumes in the troposphere and over the ground. The overall result
is that the space is permeated by an increased electric field. Generally, any mechanism which
restores fully or partially the charge balance between regions of opposite polarities can be called
a “discharge”. Therefore, this applies to any electric current, insofar as it depletes a charge
imbalance, weak as it may be. We have already seen above that the corona is a kind of discharge
whose effect is to slowly dissipate the regions of accumulated charges in objects on the ground.
However, we most often associate the term “discharge” with a more spectacular phenomenon
such as lightning. In this case, the discharge is accompanied by breakdown. This term might
seem obscure and ambiguous as it could point toward various aspects which “break down™

1. Breakdown of resistivity: air transformed into a (weakly ionised) plasma channel ceases to
be an electric isolator.

2. Breakdown of the mediu air blazes, molecules dissociate, atoms ionise.

3. Breakdown of the electric field: the charges are transported in a fraction of a second and
rapidly screen the field much faster than the charging of clouds.

In this section, we present the basic mechanism by which this “triple breakdown” occurs.

Electron avalanche. The initiation of breakdown is a stochastic process that triggers under
certain conditions: when the electric field is above a certain threshold over a certain volume for
a certain period and with a source of free electrons. Apart from local build-ups of free charges
created by background (natural and cosmic) radiation [795|, those conditions are best met at the
tip of hydrometeors [745] where charges accumulate both through migration and polarisation of
the material [741]. At standard ground atmospheric conditionﬂ, the conventional breakdown
threshold of dry air is at 3 MV /m. As the air becomes rarer at higher altitudes, this threshold
decreases as shown on figure [I.T}right by numbers scaled on a vertical axis. Free electrons in the
vicinity of threshold fields start ionising the surrounding air whereby they multiply and create
local avalanches converging toward the hydrometeor tip |777]. The availability of electrons in air
is strongly hampered by the ability of oxygen molecules to detain them and form negative ions.
This process is known as electron attachment. Thus, an electron may not travel long distances
in air while staying free and the inception of an avalanche is subject to the local production of
electrons within the enhanced field region of the hydrometeor.

Avalanche to streamer. Under more specific conditions, which are actually still subject to
active research, the initial avalanches can expand by carrying an accumulation of charges which
sweeps forward, leaving behind a channel of weakly ionised air known as a streamer 606, 704,
Chapter II]. This corresponds to the first stage of breakdown: the resistivity of air drops several
orders of magnitude from ~10*-10'° Qm down to 10310 Qm [762, p.343] due to the presence
of free electrons inside the channel which carry the electric current as they drift in the field. A
streamer’s growth is conditioned by the external electric field [299] and the composition of air
which may eventually be preionised or preconditioned to have metastable species. Together, the

*This is not considered as being encompassed by the traditional terminology of breakdown. Nonetheless, we
propose it here as a useful additional classification to refer to different stages of a lightning discharge.
fThere are many “standards” (and they changed throughout history). Ours adopts 15°C and 1013.25 hPa,

see later section @


https://www.engineeringtoolbox.com/international-standard-atmosphere-d_985.html
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electric field and gas composition affect the production and depletion balance of free electrons
in the streamer channel [356]. In virgin air, free electrons may be produced from ionisation
in a number of different ways: from high-energy radiation to radioactive decay. Nonetheless,
streamers, once formed, do not depend on external sources of free electrons. They are self-
sustainable discharges that ionise air ahead and may propagate until they slow down to a halt
after then enter regions where the electric field is below a certain critical threshold [733].

Streamer to leader. During the evolution of a streamer, the air in the weakly ionisation
channel is gradually heated by the electric current. Initially, the channel’s conductivity, although
much higher than virgin air, is still relatively mild, and therefore Ohmic heating is fostered until
the second stage of breakdown occurs at higher temperatures: the breakdown of air. At this state,
the molecules in air are mostly (oxygen) or partly (nitrogen) dissociated into atoms and a small
but non-negligible fraction (>1073) of ions is present [762, p.344]. Whereas streamers’ conductiv-
ity at ambient temperatures is hindered by collisions with diatomic moleculef*|and attachment to
oxygen, the present sharp rise in conductivity beyond several thousand kelvins (21500—2000 K|11,
311, p.1343, §3.3|) is due to an increase of availability of free electrons and maybe even their mo-
bility [376, fig.3]. The resistivity of this plasma could be between 10721074 Qm. This evolution
stage is known as a leader: it leads a corona of streamers (or streamer zone) attached at its tip,
to ionise the air ahead and allow for further propagation.

By now, the initial hydrometeor should have vaporised through the intense heating induced by
the electric current of ~ 100 A. Core temperatures attain 6000 K or higher |11}, 311} §4, fig. 13].
At the other end of the leader, the channel propagates in the opposite direction feeding new
charges into it. The leader becomes bidirectional, curiously like the thunderbolts held by Zeus,
Jupiter or Sumerian gods of lightning as in figure [0.1, Both ends are of opposite polarity and
assimilate pools of opposite charges as they propagate. Furthermore, the structure of leaders
can become complex as new branches can emerge, and old branches can die or revive again,
depending on the competitive demand in electric current necessary to maintain a channel alive.
Initially a submetric stem, leaders can extend over several kilometres in total length. An image
of a leader during a lightning strike can be seen on the upper-right side of figure [I.2

The polarity of a leader/streamer’s tip determines the direction of the electric field ahead
(outward or inward). Positive (negative) tips attract (repel) electrons, creating avalanches inward
(outward) through impact ionisation of air molecules. In both cases, the channel propagates
faster than the electrons drift and, in a metaphor of snowploughing, accumulates a dense region
of charges at the front [733]. Typical velocities of streamers are around ~ 10% m/s [517, §3.1] and
depend on their size [109, fig. 7b], on the gas density and on the external field [578|. In order to
propagate further, streamers require that the external electric field be above a certain threshold
[299]. This is known as the stability ﬁeldm [109) §3.3] which is about 5kV/cm for positive [733]
§1] and 10—12kV/cm for negative streamers [704, §3.5] in air at atmospheric pressure.

Leader propagation can be notably different from streamers. Negative leaders can proceed
through rapid (< ps) expansions called steps, repeatedly interrupted over 5—80 ps. Steps can span
gaps as wide as ~ 0.5—100 meters. A similar phenomenon was also observed for positive leaders
in laboratory sparks 341} 536] as discontinuous current pulses, when the air absolute humidity
is high (~ 10g/m?) [582] or during the initial development phase for slowly rising voltages at the
electrode (< 5kV/ps) [340].

*The actual picture is more complex. What distinguishes a leader from a streamer is a much larger density
(over 1000x) of free electron in the channel. In air, this is marked even more by the occurrence of attachment
which significantly depletes free electrons in the wake of a streamer.

"This concept is nonetheless hard to define since the electric field is rarely homogeneous and it is not straight-
forward to differentiate what is the “unperturbed” field if the streamer were not present.
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Figure 1.2:
Photograph
of a light-

ning strike in
Waterloo (Bel-
gium). The
luminosity and
structure of a
return  stroke
on the left may
be compared
to a branched
leader emerg-
ing from the
cloud base on
the right.

Most of the time however, positive leaders propagate continuously and the nature of their pulsed
propagation is thought to be radically different from the stepping observed in negative leaders,
which is reflected in a different terminology for those pulses, namely: restrikes , pulse-
wise propagation .

The average propagation speed of leaders is an order of magnitude slower ~10°m/s than
streamers, with a somewhat faster (slower [70]) tendency for negative (positive) types [536].
Nevertheless, external conditions and the development stage of leaders can greatly affect their
progression rate which can be slow to ~10*m/s p.5:84] or peak around 10°m/s .

Leader touchdown. Ultimately, the conductive channel of the leader clears out a route for the
charges to flow between two separate regions of different electric potential. When this potential
difference is evened, the third stage of breakdown has been accomplished: the breakdown of the
electric field.

The path traced by a leader can go, for instance, from the main negative layer to the main
positive layer of the same cloud (intra-cloud), between layers of different neighbouring clouds
(inter-cloud); it could stop outside the cloud in a patch of air (cloud-to-air) as on the right side
of fig. or make its way completely to the ground (cloud-to-ground) as seen on the left side
of figure [L.2]

In this latter case, the leader connects to the ground at one or several attachment points.
The attachment process is complex because the ground reacts to the nearing presence of a
highly enhanced field carried at the tip of the leader. Very often, streamers emerge from the
ground at local points of higher charge density. If a tall conductive pointy object stands erect
nearby, an upward leader springs from its tip and rushes to the encounter of the descending
leader . When the connection between the counter-propagating leaders establishes through
their streamer zones, a surge of current known as the return stroke, runs through the channel
upward at about ~ 108m/s, a significant fraction of the speed of light. This peak of current at
some tens of kA, ignites the channel blazing at 30000 K fig. 6d], and produces the
flash visible to the eye. The same channel can flare up several times by subsequent surges of
current. Each subsequent stroke is preceded by the retracing of the channel by dart leaders
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that rush steadily at higher speeds ~ 10" m/s, unless they are stepped, in which case they pace
slower ~ 108 m/s. Between consecutive strokes, the channel can be kept active by a continuous,
eventually fluctuating, current of a few ~ 100 A for a typical interval of 1—100 ms. When no more
charges can be fed into the channel, it finally dissipates.

1.1.3 Repercussions

The traces left behind by a flash are many and profound. Most obvious to us is the acoustic
shockwave from the sudden expansion of the superheated channel which produces thunder in
a concerto of rumbling, roaring and booming notes. Next, the currents in the channels emit
radio-waves that can be measured at far distances from the storm. Some special frequencies are
selected through resonance in the gap formed between the surface of the Earth and the ionosphere.
They constitute Schumann resonances that perennially permeate the globe. Furthermore, the
excitation, dissociation and ionisation of air prepare the molecules for various chemical reactions
to take place. New species are created, notably traces of CO, NO, NOs, ozone O3 and their ions
can be detected after a flash occurred.

In case of cloud-to-ground strokes, severe physical damage can result from intense electric
heating at the attachment point. Notably, the humidity contained within a material can instantly
vaporise and produce a spectacular explosion of tree trunks and parts of a wall or roof. Dry
burnable materials can be set ablaze whereas dry sandy grounds are fused together and produce
tubular structures known as fulgurites, literally “lightning-rocks”. Those should probably be the
scientific equivalent of the mythical thunderbolt.

After the flash is over, a massive amount of charge, several tens of Coulombs, has been dis-
placed over a large hecto- or kilo-metric distance in just a fraction of a second. The total effect is
measured as a charge moment change of most often several hundreds [447| but sometimes reach-
ing up to some thousands of C x km [59]. This sudden change in electric configuration induces
a response from charges contained in the upper parts of thunderclouds. A whole range of events
were identified in connection with large charge moment changes (2 1000 Cxkm) [409} figs. 4&6|
such as sprites, jets and halos; each with their own phenomenology and typology. Additionally,
the electromagnetic pulses produced by current surges induce an expanding glowing ring in the
ionosphere known as an ELVE. All those phenomena are regrouped under the terminology of
transient luminous events.

Finally, the implications of lightning extend also to the range of high-energy physics.
Recently, it was found that:

1. leader steps are accompanied by X-ray bursts [252|;

2. strong beams of gamma rays known as terrestrial gamma-ray flashes (TGF) were detected
from space [291], onboard planes [857] and on ground [239] in connection to intense lightning
activity;

3. the gamma rays produce photo-nuclear reactions in the atmosphere leading to emissions
of fast neutrons from nitrogen nuclei [267].

The common root to those high-energy events is the production of gamma photons through
bremsstrahlung radiation of very fast electrons deviated by atomic nuclei. The acceleration
mechanism capable of turning slow ambient electrons into high-energy ones is called thermal
runaway. Its conditions of occurrence are not well understood and constitute the main drive for
this thesis.
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1.2 Discharges in laboratories

Electric discharges produced experimentally differ mainly from natural lightning both in scale
and through their initial charge distribution fixing the electric field. Instead of spreading over
large areas as in thunderclouds, charges in laboratory experiments are densely accumulated on
conductive surfaces called electrodes. They are shaped as a spike, a sphere or a plane; and
eventually some combination, like an array of spikes on a conductive plate. The negatively
(positively) charged electrode, releasing (capturing) electrons is called the cathode (anode). The
nomenclature is due to Faraday in 1834 [271], on the suggestion of W. Whewell in analogy to
hydraulic flow: the higher (drodos) and lower (kdfodos) paths from and to which the electric
current (going opposite of the electrons) flows in the medium between electrodes. Just as near the
tip of hydrometeors, the electric field is greatly enhanced around sharp contours of the electrodes’
surface. A historical introduction to the realm of laboratory discharges can be found in the first
chapter of Hirsh and Oskam [404].

1.2.1 Discharge typology

A rich variety of distinct discharge types is revealed through different configurations of the ex-
perimental conditions. One can change: the electrode shape, its material type, the gas filling the
chamber (composition, pressure, temperature), the gap length between the electrodes, the resis-
tance of the external circuit, the voltage applied and its rise temporal steepness and eventually
frequency.

If the voltage is low (not much more than a few hundred volts)
and electrodes are relatively flat, the gap would only hold a very
weak current of slowly drifting ions and electrons sparsely pro-
duced by natural radioactive decay and cosmic ray ionisation. As
the voltage rises and by stimulating the cathode to emit elec-
trons, a (dark) Townsend discharge unravels by an acute increase
of current. At low pressures (a few hPa=mbar) and sufficiently
large gaps, the discharge starts glowing diffusely and more or less
uniformly in the gap as in photograph [I.3] This is used in low
pressure gas discharge lamps for street and office lighting. Rais-
ing the pressure and shortening the gap gives way to small and
bright arc discharges flushing a peak of current (about 1 A) in
an instant (some tens of ms). At high pressures, high voltages
and large gaps, a corona of dim filaments (fig. may form
in high-electric field regions from convex electrode contours. The
from a positively charged occurrence of corona streamers is due to a high concentration of
electrode at the top given a charges at the electrode. This effect can be enhanced by taking
pulse of 14.6kV with 15ns pointy instead of plate or spherical electrodes. The corona pro-
duces free electrons and ions that sustain a current between the
distanced electrodes as can be fancied from photographs [T.4b&4c
At this point, only a slight increase of voltage or reduction of the
gap length may trigger a spark from the sustained corona dis-
charge (fig. . Here, we excluded the very broad domain of
pulsed and oscillating-field discharges. We redirect the reader to-
ward Raizer |762] for a seminal description of discharge typology.

Figure 1.3: A diffuse glow
discharge in air at 25hPa

rise time and 10ps decay
time. The photograph ex-
tracted from Nijdam et al.
[703] fig. 5|, was exposed for
about 2ps.
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(a) Diffuse Corona (b) Streamer Corona

(c) Pre-arc corona

(d) Spark

Figure 1.4: Photographs of 1ms exposure of corona and spark discharges between spherical
electrodes (and a plate electrode on the left of fig. [b)) separated by a gap of 4cm in a laboratory
experiment at the Instituto de Astrofisica de Andalucia in Granada. Courtesy: Oscar Van del
Velde (2019) from Kieu [501, p.6:fig.1.5]

1.2.2 Sparks and coronas

Of all the types of discharges introduced, it is the latter two: spark and corona discharges,
that present most likeness to natural lightning. Powerful long sparks produced in laboratory
or outdoors display identical leader structures ended by a streamer zone (or streamer corona),
progressing through steps or continuously according to their polarity. Also, it is not improbable
that coronas form at the tip of hydrometeors |745| when the electric field reaches its maximum
value before lightning initiation occurs. Therefore, considerable insight about the mechanism
behind lightning initiation can be gained from studying laboratory sparks [652].



16 CHAPTER 1. CONTEXT

Coronas may be of two types: diffuse and filamentary as seen by comparing figure and
@. A diffuse corona is a volume discharge in which the electrons converge to (positive) or diverge
from (negative) the electrode. If filamentary, the corona is composed of many streamers that
emerge from the connection point near the electrode and expand further until they vanish or
merge into a leader. Of important note, one must mind the integration time used in photographs
of coronas. Longer exposure times blur together light emissions at different times. Therefore,
it is not certain whether the diffuse image of corona in figure unlike the glow discharge at
25hPa in figure was (or not) composed of many streamers which emitted light at different
moments and positions so as to give a uniform glow over 1 ms.

We have seen previously in section [I.1.1] that one effect of the electric current generated in
corona discharges is to disperse an initially high concentrated region of charges over a greater
volume and thereby to reduce the potential drop at the electrode (or charged object) to which
the locally enhanced electric field is related. The repeated exposure to corona discharges can
cause the gas to reach temperatures of about ~1000K [311} 404, p.248, §3.2]. More insightful
information about coronas can be found in the reference book Goldman and Goldman [339].

Experiments [109, [341} 582] show that coronas emerge under lower electric fields at the anode
(+) than at the cathode (—). Physically, this is explained |575] by electrons converging toward
higher electric fields near the tip; whereas electrons around cathodes diverge (move away) from
the high-field region. From this reasoning, we may infer that the electrodes on the left (right)
of figures are anodes (cathodes). Similarly, one may suppose that in thunderclouds, positive
streamers emerge before negative ones. This would imply that for downward negative cloud-to-
ground lightning, it is actually the positive end that forms first; pointing upwards (downwards)
at the base (top) of the main negative charge layer.

The inception time of coronas and sparks depends on the availability of free electrons to start
the initial avalanches near the electrode and on the formation time of the streamer (usually much
shorter). Free electrons may either be ejected from ionisation by cosmic rays or be detached
from negative oxygen ions. The presence of electronegative species to which electrons may
attach greatly affects the time lag, formation and properties of streamers. The implications of
attachment and subsequent formation of negative oxygen ions in air are far-reaching. As will be
introduced in the forthcoming sections, it is suspected [621] that leader stepping and therefore
X-ray bursts are some consequences of attachment to oxygen.

A general introduction to spark discharges and the streamer initiation mechanism subjected
to a stochastic inception time can be found in Loeb and Meek [606]. An excellent recent review
of streamer physics is given by Nijdam et al. [704].

1.2.3 Stepping

A major insight on negative leader stepping was gained from high-resolution images of sparks
in laboratories. Each step is characterised by a sudden extension of the radiant leader channel
followed by burst of streamer corona at the newly formed tip, as nicely photographed in[L.6p. As
seen in the previous section, the corona is a complex system of streamers through which electric
current flows and a global space charge is deposited in the volume ahead of the leader tip.
Each individual streamer propagates until it reaches a region where the electric field emanating
from the leader head is screened by the corona space charge to the point where it is below the
threshold to sustain further streamer propagation. Even though streamers eventually subside,
in their passage they leave behind charge carriers that precondition the air [39] for fostering
subsequent breakdown.
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In particular, small glowing patches spontaneously
appear in the wake of negative streamers. Their ori-
gin is still under debate. In photographs of laboratory
discharges , fig. 10], they are observed as small iso-
lated round weakly shining dots left behind bright neg-
ative streamer heads circled in blue on the right of fig-
ure [1.5] Theoretically, their emergence was proposed
621] as resulting from a disruption of the conductiv-
ity in the streamer channel reinforced by instability of
electron attachment to oxygen, conducing to a region
of enhanced electric field and glow through molecular
de-excitation. Those small dots are sometimes named
‘beads’ §6] but are possibly another manifestation Stem < 2 Bead

of the structures that are sometimes called space stems
[69, [311, 583) [621]. Formation of beads is not exclu-
sive to negative streamers, similar glowing structures
have been observed in sprites after the passage of posi-
tive streamers. The connection remains, however, quite
mysterious as the ambient air density is much lower

at sprite altitudes (~50-80km and starting at ~ 70km
737, fig. 4]). emerge. Extracted from Kochkin et al.

Local and regularly spaced disruptions in conductiv- ’ fig. 10:(a) right and (b)-left].

ity are suspected to form a succession of beads left by

the passage of a streamer head. This suggests that the ideal model of a negative streamer as a
uniformly-stretched weakly conductive channel of electrons is too simple and does not take into
account the limitations imposed by electron attachment to oxygen molecules. Instead, a quick
degradation of the conductivity in the channel takes place as electrons deplete §5.1].

What distinguishes a bead from a space stem is uncertain §1]; the same dilemma might
be given to a botanist about when to call a germ ‘a sprout’, or when to call a sprout ‘a stem’
(to keep the analogy) and whether the sprout and the germ are words of distinct etymologies for
the same concept. Intuitively, we may designate by ‘bead’ the round shiny balls that the name
suggest. When a bead ‘grows’ (if it grows and does not vanish) it may be called a space stem as
described in the next paragraph.

The evolution of a space stem is a mysterious and presently actively discussed phenomenon.
On photographs, space stems seem to give birth to a series of small interrupted streamer corona
expansions of both polarities and follow the trail of the negative corona . A glimpse was
caught in figure where the negative (positive) streamers point downward (upward). Those
bipolar systems of counter-propagating coronas are called pilot (systems) , .

The growth pattern of pilots is rather atypical in the realm of discharges. In a first stage,
positive streamers emerge almost perpendicularly from the sides of the glowing stem and then
curb toward the positive electrode along the electric field lines, avoiding the path previously
traced by the passed negative streamer. This ‘U’ shape can be noticed on the left photograph
of figure where lateral positive streamers emerge from space stems of which one is circled in
violet . After a while, it seems, from the structure on photograph ., that a central corona
of positive streamers forms connected to the space stem and propagates toward the electrode
while new negative streamers emerge from the opposite end of the space stem. The system may
now be called a pilot composed of two coronas of opposite polarities and direction of propagation.
The relationship, if any, between the first generation of (lateral) ‘U’ positive streamers left)
and the central positive streamer corona ) is undetermined and poses another intrigue.

Figure 1.5: Photographic 50ns ex-
posure image of beads (blue circle)
‘sowed’ by negative streamers and
evolving later into space stems (violet
circle) from which positive streamers
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Figure 1.6: Different scales involved in negative leader stepping. (a) : Photograph from Biagi et
al. |69] of space leader glowing bead ahead of a natural lightning leader channel. (b) Photograph
from Kostinskiy et al. [536] of a streamer corona burst after a step in a negative lab discharge.
(c) : Photograph from Kochkin et al. [518] of pilot systems emerging from local space stems in
the wake of a negative streamer corona burst.

As it grows and stretches, the channel between the positive and negative coronas is disrupted
(or so it looks on the photographs) and the system eventually wanes out. Nevertheless, a new
space stem emerges from the previous point where the negative corona subsided and the process
may thuswise repeat several times 311} §3.6.1]. It would not be inadequate, that being said, to
adopt the Phenix as the totemic animal of negative leaders in lightning.

There may be several space stems launching new pilot systems in the area swept by a negative
streamer corona. The current generated by the pilots flows into the space stem and gradually
heats the region subtended between the coronas to about a thousand kelvins [581]. The critical
temperature for the streamer to leader transition is situated between 1000—2000 K when the
release of attached electron to oxygen anions induces a surge of current 311, §3.3]. If this
current is maintained long enough to support the continuation toward leader formation, maybe
through the connection of several aligned pilot systems, the heated space stem may eventually
reach temperatures comparable to leader cores; it is then called a space leader |583|. Those latter
were observed in fast-camera pictures of triggered downward negative lightning leaders [69]. As
opposed to space stems which look like faintly glowing dots that follow the trail of negative
streamer coronas [340], space leaders grow bidirectionally into elongated streaks and glare with
the same brightness as the main channel in figure [T.6h. Gradually, the interstitial region between
the main and space leader channels shrinks. The systems of opposite streamers emanating from
the main and space leader tips interpenetrate and are sometimes observed [518| or thought to
collide into each other [190|. Their embrace is concluded by a sudden elongation of the leader
accompanied by a bright burst of corona streamers |68, p.8161-2].

In brief: another step has been taken.
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Most interestingly, X-rays were observed in correlation to the corona burst concluding the
step in long spark, just as in natural lightning. Furthermore, even beams of fast neutrons were
reported in laboratory experiments |6]. In the next section, we explore this intriguing high-energy
facet of discharges.

1.3 High-energy radiations

The energy of elementarily-charged particles in electric fields is most commonly described in
electron-volts (eV) which is simply the energy that an elementary charge e = 1.602 x 10719 C
gains from a potential difference of one volt. The domain of “high energies” is always relative
to the phenomenon studied. When mentioning X-rays and gamma-ray photons in relation to
lightning activity, we will consider the range between 10 keV and 100 MeV as the high-energy
domain of lightning radiation. For practical purposes, the traditional terminology qualifies “soft”
for less and “hard” for more energetic photons in the domain defined previously.

Although high-energy photons can be produced in various ways, their primary origin in
discharges is acknowledged as bremsstrahlung (braking radiation) from fast electrons scattering
off atomic nuclei or (to a lesser extent[’]) electrons [528]. Actually, any charged particle deviated
by an electromagnetic field induces an electromagnetic perturbation that can propagate as a
real photorm. However, “bremsstrahlung” in the rest of this thesis will exclusively refer to the
electron-nucleus context. How many “fast” electrons can be obtained in a given electric field will
be briefly introduced in the next section before turning into the primary concern of this thesis.

It must be noted that the historical classification of X- and gamma rays is not based on
energy but on their mechanism of emission. While X-rays are associated with electron processes
such as bremsstrahlung and de-excitation of higher energy states to core orbitals in heavy atoms;
gamma rays were the third type (after alpha and beta) of radiation from radioactive decay (i.e.
atomic nuclei). Although it is certainly true within this context, that gamma rays tend to be

*This is because radiations from binary electron collisions arise from the quadrupole moment as opposed to
the dipole moment in electron-nucleus collisions

"When it comes to observers in different frames which are not bound by a Lorentz transformation, radiation
is subject to the reference frame considered. This was a long-lived stimulating paradox [783| and still perplexing
nowadays.
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more energetic than X-rays from atomic deexcitations; a “bremsstrahlung-ray”, which should
pertain to the definition of an X-ray, can perfectly span over gamma energy ranges. In lightning
research, there is not (yet) a consensus for strict terminology, and many authors tacitly adopt the
conventional boundary of 50 keV. Nevertheless, there is a growing trend [250, §2.4] to separate
gamma rays - as photons that emanate inside the thundercloud, from X-rays - as linked to
stepping of long-sparks and lightning leaders reaching ground levels.

In the rest of this section, we will follow this tentative line of distinction between gamma-
ray (thundercloud) and X-ray (leader) emissions in connection to lightning activity. Below, we
present some of their characteristics and mention other forms of high-energy radiation in a third
subsection. At last, we will end this section by covering the hypothesised production of fast
electrons that prefigure gamma-ray emissions.

1.3.1 Gamma-rays

Once emitted by bremsstrahlung, gamma rays interact with molecules as they propagate through
air in the following four ways:

e Coherent Rayleigh scattering : deviation without loss of energy;

e Incoherent Compton scattering : with the ejection of an electron formerly bound to an
atom /molecule, whereupon another photon is re-emitted with a different wavelength;

° Photo-absorptio : upon ionising or (super)exciting a molecule, the photon is fully ab-
sorbed;

e Pair production : production of an electron-positron pairﬂ under the influence of the electric
field of a nucleus.

We redirect the reader to Hertel and Schulz [400] for an introduction to these interactions.
The combination of those processes implies that the original gamma rays get strongly attenuated
as they propagate through thick layers of the atmosphere; they deviate from their original trajec-
tory and thus can occasionally be detected at larger angles (from their supposed location source);
and most importantly, they leave behind traces of their interaction with matter: production of
more electrons, positrons and other species. The graphs in figure give an idea of the relative
importance of each interaction according to its cross section with nitrogen atomﬂ along photon
energy. As we will clarify below, a careful consideration [724] of those effects is instrumental in
interpreting measurements of gamma rays emanating from thunderstorms.

To-date, there are two classes of events identifying gamma-ray emissions from thunderstorms.
The first (historically |735]) is the gamma-ray glow which lasts long from seconds [521] to several
minutes [179, [935], whereas the second is the terrestrial gamma-ray flash (TGF) which usually
lasts less than a millisecond. Those two classes are also very well distinguished by clear evidence
showing glows often appearing as terminated by lightning [255, [521} 636, 949] whereas TGFs
relate simultaneously to discharges taking place in thunderclouds.

* Abbreviation to the full term: “photo-electric absorption”. Sometimes it would seem that the term “photo-
ionisation” is used as a synonym of “photo-absorption”. We deprecate this usage for two reasons: (1) A high-
energy photon can be fully absorbed but only lead to an excitation (inner core electrons of heavy elements) and
(2) Compton scattering also ionises (but a photon is remitted).

"Muon pairs could be produced too if the photon energy were high enough (2200 MeV), usually only the case
for cosmic rays.

fAt energies >keV, one can assume that the photon cross section with a molecule is simply the sum of the
cross-sections with each atom in the molecule. More will be disclosed in the second part of this thesis.
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Figure 1.7: Gamma-ray interaction with nitrogen atoms® : cross-sections for Rayleigh, Compton
scattering, Photo-electric absorption and pair production from the EPDL [744].

Gamma-ray Glows. The conditions for gamma-ray glowing are thought to be quite straight-
forward [256,, 637|: electric fields high enough and over sufficiently long distances (several hundred
of meters) [934) 935] to permit self-sustained avalanches [47] of fast electrons seeded by cosmic
rays [369]. However, if the field is close to the breakdown threshold, a discharge can set off;
and thereby abate the ambient electric field through screening by the space charge effectively
displaced [255]. Prior to the abatement, the electric field is locally boosted by the charge accumu-
lated at the leader tip. As a result, depending on the geometry of the glowing region with respect
to the leader propagation, glows can intensify both in particle flux [636] (number of counts per
second) and in hardness [947| (larger fraction of higher-energy counts) before an abrupt stop.
In one case, a glow was seen to give way to a TGF before a lightning flash quelled the electric
field |971]. Furthermore, it appears that the amount of charges displaced inside the cloud by the
electric current of a glow is non-negligible compared to that of lightning [484], suggesting that
glows and lightning flashes are rivalling mechanisms of electric discharge.

Terrestrial Gamma-ray Flashes. On the other hand, the mechanism(s) by which Terrestrial
Gamma-ray Flashes are produced, constitute a fervently discussed field of research. Known in
short as TGF, they are reputed to be the latest discovery, only thirty years ago [291], of high-
energy phenomena in connection to lightning. They are observed from space |78, 639} |695| 858,
919|, on airborne detectors [99, 857] and from ground |1, [246| 385] as very intense but short
spurts of gamma rays beamed in a relatively narrow cone. Their characteristics described below
are illustrated in figure [[.§ In this hypothetical scenario, the TGF resulting from a relativistic
runaway electron avalanche (RREA sec. was seeded from a cosmic ray at 12 km of altitude
in the high electric field region of a thundercloud.
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Time

The duration of a single TGF is typically [725] < 1ms: mostly between a few tens to about
500 ps [628, figure 5|. However, a burst can sometimes be composed of multiple pulses with a
separation time of a few milliseconds [292, 628, figure 8, table 2]. Photon detection requires
a certain reading time during which the detector cannot process new information. This lapse
of insensitivity is referred to as deadtime. In some cases, short <500 ps double-pulsed TGF can
emerge as an artifact from the detector’s deadtime causing paralysis [335] figure 5].

Multi-pulsed TGF are more frequently observed from ground as shorter pulses [2] < 10 ps
separated by a few hundred ps, or even < 2pus over a total of 16 ps [943|. It is probable that
actual TGF durations are shorter than observed on average due to significant delaying by scat-
tering in the atmosphere [162]. Sometimes, pulses emitted from the same thunderstorm region
separated by several seconds (2 10s) would rather be considered as two separate consecutive
TGF [874) table 1]. They suggest that TGFs are capable of significantly discharging a cloud
region which needs some time to recharge. Other temporal characteristics can be retrieved from
their lightcurve displaying the photon counts along their time of arrival. A majority (about 2/3)
of pulses have asymmetrical [297] time profiles. Their rise time can be very short < 50 ns [292,
630] while fall times are usually longer. Also, harder photons tend to arrive before softer ones
[692]. Asymmetry is compatible with the Compton scattering [162]; both softening and delaying
photons as they make their way out of the atmosphere [354].

Spectrum

One of the most distinctive feature of TGFs is their spectral hardness [627, figure 2|. It presents
an inverse power-law in energy [859, figure 2-right| in accordance with photon distribution from
bremsstrahlung [515, Table I] and a steeper decrease beyond 10 MeV explained by the exponential
cut-off energy about 7 MeV for relativistic runaway spectra 245, §8] which will be described
below. Deviations from power-law spectrum can be explained with photo-absorption effects
below 50 keV and softening of harder photons by Compton scattering above 1 MeV [245| sec.3|.

The maximal gamma-ray energy observed kept breaking records for a decade [627, 1859} |918].
For a while, it had been thought that TGFs reach up to 100 MeV [918]. It was later shown
[629, figure 5] that this had been an instrumental artifact known as pile-up, where two (or more)
photons enter and deposit their energy into the detector within the same “reading time” and
so are confusedly counted as one harder photon. Nevertheless, the upper energy limit [627]
could possibly lie around 40 MeV. This is a quite challenging energy since, under an electrostatic
assumption, a free electron would need to traverse from the main negative layer to cloud top
in a massively charged thundercloud to reach such an energy. On top of that, it should remain
unscathed by the dangers of losing energy through collisions with molecules. A mechanism
known as relativistic feedback presented later could explain this energy by seeding high-
energy electrons at the foot of the high electric field region.

Fluence

At spacecraft altitudes, on average each cm? will be traversed by 1 gamma-ray during a TGF
event [110, 630, §2.3] (the definition of fluence). The flux density, expressing the count rate per
second per unit surface, estimated to peak [110] at several thousand photons/(s.cm?) leaves not
enough time for the detectors to recover (deadtime) and thus is often difficult to derive. Fluences
on ground are highly dependent on the relative detector location to the TGF beam [2]| and can
be as high as almost a million photons [970] passing in a cm? !
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In total, a TGF can produce around 10%° [630] to 10'® [970] photons in the brightest cases.
However, this number is more meaningful when a lower energy threshold is fixed and depends on
how losses by absorption and pair production are taken into account. The detection efficiency
also plays a significant role in the fluence estimation. The detector’s deadtime is responsible
for a loss of photon counts [354] when their flux is too high. Correction of this effect implies
that there could exist fainter TGFs comprising 10'* or even 10'2 photons, suggesting a higher
occurrence of 35 TGFs/min |723).

Geometry

Temporal, spectral and flux properties of TGFs are obviously affected by the geometry between
the source origin, its orientation and the point of observation. As a result of more absorption
and scattering, TGFs observed at larger angles from their source present a softer spectrum [724],
fainter, flatter and longer light-curves [391]. Combining the source geolocation and spectra of
observed TGFs, the average beaming half-angle of a TGF was estimated to lie between 30°and
40°, with 20°being the maximal deviation of the electric field from the vertical [334].

Production Altitude

Localising the origin of TGF in altitude accurately is a complicated process which requires Monte
Carlo modelling of gamma-ray propagation in the atmosphere or timing analysis with concurrent
radio-waves detected on ground.

Initially it was thought that TGFs must emerge from high altitudes [291] because of strong
atmospheric gamma-ray absorption rate below 30 km or so [692, [859|, and thereby related to
sprites |423|. This presumed that after an intra-cloud discharge neutralises the main charge
layers, the electric field above the cloud becomes strongly enhanced and pointing downward due
to the negative screening layer over cloud tops. As a result, a breakdown occurs launching the
sprite discharge [54]. At the same time, the electric field above cloud tops (~20—25km) may
exceed the runaway breakdown threshold and avalanches of fast electrons would be the final kick
for a TGF to spring upward [576|, 787, fig.7, fig.8.c|.

Later, Monte Carlo simulations of gamma-ray generated by runaway electron avalanches and
their propagation through the atmosphere [152, 245] situated the initial guess to lower altitudes
of 15-21 km. Depending on the height of the tropopause at a given region, this would correspond
to the upper part of, or some kilometres above thunderclouds.

In the recent past years, it became gradually more and more surmised that TGF may well be
produced at even lower altitudes |2|, say, within the large inter-charge region of maximal electric
fields [970]; and that the TGFs seen from space may constitute just a minor portion of a whole.
The controversy about initial guesses could partly be imputed to deadtime corrections of the
detector [335] and also to underestimation of TGF intensities.

Observations from ground revealed that the upward TGF had a twin: the downward TGF.
At first, the ground detection of gamma rays from lightning activity did not venture to mention
any link with TGF [118], or this link was very timidly [239) §13| laid. Nonetheless, it was clear
that those events comprised much harder spectra than “x-ray” bursts observed in correlation to
lightning leaders [252]. With time, similarities in temporal characteristics, spectral hardness and
concurrence with radio-emissions led to recognise that gamma-ray burst from ground and TGFs
from space were part of the same family. A decade later, TGFs had conquered unpresumed
regions in the inner depths of thunderclouds |1] below the main negative charge layer [970|, to
be accepted as part of their cradle.
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Radio Signature

As a powerful discharge resulting from acceleration and multiplication of relativistic electrons, a
TGEF fills the space with many free charges whose migration in the ambient field generate strong
electric currents. As mentioned before, any non-uniformly moving charge stirs electromagnetic
radiation. Thus, any discharge process; breakdown initiation, leader activity, return strokes and a
large portion of TGF, are all found in simultaneity with radio-waves [188,|615] known as sferics, a
contraction for “atmospheric waves”. Those are very low frequency (VLF) electromagnetic pulses
between 3—30kHz (100—10 km-long wavelengths) that can last about one millisecond [202, §1.].
They can reach very far distances as they propagate in the waveguide delimited by the conductive
layers: ground and ionosphere. Shorter TGF pulses should in principle produce higher current
peaks [248|, and so present a greater association rate with sferics. The time analysis of TGF
and sferics led to a significant progress in understanding their connection to lightning discharges
[619]. A VLF signal of the magnetic field in relation to high-energy photon counts e (from [336,
fig. 4]) is represented by the black fuzzy curve on the bottom of figure .

Relation to lightning

Finally, one of the greatest enigmas of TGF is their connection with lightning. After TGFs had
been known to develop in high electric field regions inside |829] thunderclouds, it was natural to
ask what role would they play in relation to discharges: as an auxiliary [610] or as an antagonist
[484], or simply as a witness?

Due to limitations imposed by timing accuracy, a causality relationship between discharges
and TGF is a difficult to ascertain observationally. Initially, some sferics were found to emanate
from intra-cloud discharges that were delayed from lightning a few milliseconds after the TGF
[875, table 2, |; whereas in other cases, positive cloud-to-ground discharges seem to appear within
1 ms before |202]. Later, with improved timing analysis and calibration, it was found that sferics
and TGF are simultaneous events to within ~1 ms [336] without any systematic delay of one over
the other [626| figure 3].

Notwithstanding, on longer timescales, there is a resurgence of lightning activity observed
about half a second after the occurrence of a TGF [592, §4.2]. Much evidence points also toward
a link between TGF and early [610, 829, 854] or late [20, [754] leader development. In the former
case, the TGF seems to occur simultaneously with leader steps |56, 610] implying a possible
connection to the streamer-to-leader transition (see figure . In the latter case the TGF is
observed at the outset of a significant leader step detected by the radio-pulse of its current surge.
In rocket-triggered lightning events, TGF were observed when the leader unleashed itself just
after vaporising the trailing wire [239} figure 4]. When it comes to the return stroke, observations
are again ambiguous, with TGF clearly starting some hundreds of microseconds before [592} [754]
and after 943, figure 3| the stroke onset.

On the one hand, the concept that the avalanche generated by TGF could actually foment
breakdown due to an intense region of ionisation is not ill-founded [369]. On the other hand, the
evidence that TGF are related to leader stepping is overwhelming |1} |56} |696] and supported by
possible scenarios [246].

Moreover, the possibility that some TGFs be not related with lightning discharges remains
open, both theoretically [248] and observationally [860, §3.4-(figure 9)|. The timing analysis
of TGF with sferics is a delicate process that relies on the clock and geolocation accuracy of
all instruments involved; the correct deconvolution of signals originating from the same source
dispersed and delayed over an array of detectors; and the synchronicity constraints imposed by
the user. Any time or spatial imprecision will smear the clues about the order in which the events
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occurred. As a result, despite the high association rates seen in some studies |619, [829)], it is
not always possible to find a match in sferics [628, §5.6.1] or light flash for every TGF detected.
In principle, a TGF is a glow with considerably more runaway avalanching and terminated by
a sharp screening of the electric field by the discharge. Why does a thundercloud region yield
glows instead of a series of pulsed TGFs is a still a difficult subject.

For now, we may reasonably suppose that TGFs can at least emerge from two regions of
intense electric fields: between the main negative and upper (lower) positive layers for upward
(downward) types. Additionally, since the atmosphere is opaque to gamma rays [239], and that
TGF beam in a relatively narrow cone, there is a high chance that only the brightest TGFs
are actually detected from space |619]|, which would imply that the phenomenon is commoner
[112} 723] than observations lead to think [859]. We may also speculate that TGF have a special
relationship with leaders that lift the electric field above the runaway threshold and also that
could sooner or later yield seed electrons provoking a relativistic avalanche, if the ambient field
is high and long-lasting and spatially extended enough. The pulsed characteristic of TGF is an
indication that their playground is repeatedly confiscated through an efficient screening of the
electric field by the charges displaced in the process of the discharge [246].

A recent [monitor| specifically aimed at observing TGF and transient luminous events in rela-
tion to lightning named the Atmosphe-Space Interactions Monitor [695] improved considerably
the TGF statistics [592] through finer temporal and spatial resolutions of its detector, a higher
detection efficiency and most importantly: a synchronous observation in the UV and visible
domain [696]. If all of the possible TGF-lightning scenarios come to be correct, then many new
members are expected to enliven the typology of TGF in the next years [619).

To sum up, it is difficult to determine a clear relationship (causal or concurrent) between a
discharge and a terrestrial gamma ray flash. If thunderstorms were a theatre play, TGF would be
susceptible to literally pop up at any act, provoking a frenzy among spectators and infuriating
the playwrights. To spark further the atmosphere, in the next subsection we shortly expose
some additional effects of gamma-ray and X-rays in discharges that attest to the great amount
of energy released in bursts.

1.3.2 Collateral radiation

On a causality scale, runaway electrons may be viewed as the first high-energy particles yielded
by discharges and their bremsstrahlung photons are secondary products. In this subsection, we
consider the third effect of a runaway discharge which is radiation induced by those photons.
There are essentially three tertiary radiation types that are generated in the torrentuous wake
of gamma rays in a TGF:

e Electrons ejected in almost any gamma-ray interaction with molecules : Compton scatter-
ing and photo-absorbing ionisation and pair production.

e Positrons produced exclusively by pair-production, most of which will annihilate back to
release two 511 keV photons.

e Neutrons through photo-nuclear reaction with nitrogen [308| nuclei which are accompa-
nied by a beta-electron.

Electrons produced by gamma rays may potentially have a significantly different impact than
ordinary bulk runaways. At elevated altitudes, the air molecules rarefy so that the motion of

*Protons predicted by another open channel of this reaction were not observed in natural or laboratory
discharges
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charged particles is gradually less dominated by collisions and become governed more under
the influence of electric and geomagnetic fields. If a gamma-ray escapes the cloud and sows
an energetic electron/positron in the upper atmosphere, the latter can evade toward satellite
altitudes. Such electrons (possibly including positrons [111]) form terrestrial electron beams
(TEB) which follow geomagnetic lines |249] and eventually become trapped in the magnetosphere
bouncing back and forth by mirroring near the poles [806]. This reflective signal made them
considerably easier to distinguish from TGF by satellite detectors |111].

During two flight campaigns inside thunderclouds 251} [516], important numbers of positrons
were detected from their annihilation peak at 511 keV. They appeared in connection with electric
discharges triggered by the aircraft body [516, figure 8]. Only photons above 2x511 keV ~ 1 MeV
can produce electron-positron pairs (fig. . Additionally, the production efficiency is higher for
heavier nuclei [392, §20.1 p.195(7)]. Thus, one could imagine that the positrons were produced by
gamma-ray beams impinging on the aircraft shell, generated themselves from runaway electrons
produced by the attached discharges. Although positronic emissions were observed in natural
lightning [267| supposedly from downward-directed positron beams [951], the absence of similar
reported results in laboratory sparks makes the phenomenon intriguing.

Another fascinating discovery was the observation of neutron beams in relation to lightning
[174] and even, reportedly, in laboratory sparks [6]! At first, it was mistakenly thought that
neutrons came out as products of deuterium fission in the hot plasma channel of a return stroke
[825]. It was shown [33] however, that the neutron yield would be much more likely [49] related
to runaway electrons through photo-absorption of their bremsstrahlung gamma rays by nitrogen
nuclei [267], in which case they are baptised photoneutrons. Detection of neutron enhancements
at ground is of phenomenal significance. First, most photoneutrons thermalise through multiple
collisions with air molecules and are captured by nuclei whereupon a nuclear reaction triggers
[267, Extended-data figure 4]. Thus, detecting just a few tens of neutrons in a short period
can indicate a very consequential number [153], some 10'? of neutrons at the production source
of thundercloud altitudes [48]. Second, the threshold for this photonuclear reaction is about
10 MeV, and its cross-section represents a minor ~ 5% of the total gamma-ray interactions.
Generation of neutrons requires therefore a high flux of energetic photons. Third, various works
report detection of fast neutrons (>10 MeV) [876], intense neutron fluxes |362] and neutron pulses
before the formation of a leader in laboratory discharges |5]. This spurred a debate about the
plausibility of photonuclear reactions as a unique source of neutrons [174} footnote 4| and raised
many doubts [37] about the credibility [34] of the neutron detection instruments. Neutron beams
related to discharges currently feature as the most puzzling topic in this domain.

An extensive review of high-energy radiations in electric discharges was conducted in Babich
[32], where more details of observations, experiments and models are available. Before we zoom
onto mechanisms of electron runaway in gases, we propose to turn toward the subject of X-rays
bursts which may have a relationship to neutron production in lightning.

1.3.3 X-rays

As opposed to TGF, X-ray bursts are unambiguously identified to correlate both temporally and
spatially with negative leader steps [241]| or dart-leader tips [244]. On a few occasions, X-rays
were detected from positive natural leaders [994, Flash B| and positive laboratory sparks [243].

The typical scales of X-ray burst in natural and triggered lightning are reduced compared to
TGFs. They are briefer < ps |240|, and less energetic < 1MeV [659].

In laboratory sparks, the duration of a burst can be as short as a few nanoseconds [518}, 519,
fig. 3-right-bottom|. The voltage of the setup is typically 242 517] above 1 MV. Prompter
voltage rise times and higher peaks promote the occurrence of bursts |625]|. Surprisingly, X-rays
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were also detected for lower voltages [203| of 100 kV and shorter gaps [242] ~10 cm. In lab
sparks, an individual X-ray burst comprises about ~ 10* photons [519, |698| emitted in roughly
all directions although recent experiments with rings of detector arrays reveal a more structured
multi-beamed pattern |7, figs 7-9], pointing toward a link with runaways from streamers. Though
hard, the spectrum of X-ray bursts seems softer than TGF, with an exponential decrease at a
characteristic energy of roughly 200 keV [518] 519] as opposed to an inverse power law.

As expected, leaders of triggered and natural lightning can present more intense and energetic
bursts than lab sparks |244]. Their emission pattern seems to vary between diffuse (roughly
isotropic) and compact (beamed) modes [808].

The most favourable conditions to X-ray bursting are primarily sought at the encounter of
negative and positive streamers [191] just at the culmination of a leader step. Indeed those two
tips of opposite polarities can be regarded as mobile electrodes closing into each other, strongly
enhancing the field in the middle gap. The electrons ahead of the negative streamer are subject
to intensifying fields and as the threshold for thermal runaway is crossed, they rush out spurting
bremsstrahlung X-rays after they reach high-energies around 1 MeV. Two doubts press against
this scenario: is the threshold crossed? If it is, does it last long enough to allow enough electrons
to accelerate toward beyond the runaway energy threshold of the ambient field domair[*]? So far,
simulations have been mostly sceptical |44} 170, |422, 531} |579].

Meanwhile, observations have been providing more evidence that thermal runaway not only
occurs in sparks but also in a rich diversity of laboratory experiments not associated |203], 827]
with streamer collisions and stepping. X-rays in various energy ranges were routinely observed
in helium chambers [301, [707|, streamer corona [826] and diffuse corona [828] discharges from
pulsed voltages [827]. Also, since the efficiency of bremsstrahlung increases proportionally to
the square of the material atomic number (Z?2) |515, Table 1], it must be kept in mind that the
anode or any metal plate in general are bountiful sources of X-ray emissions [203|.

Notwithstanding, regardless of whether the X-ray origin lies in the gap or at the anode, their
presence attests that electron thermal runaway is much more ubiquitous than one could initially
imagine. Perhaps most perplexing is the fact that the energy gain of runaway electrons in gases
can exceed the total potential difference [913|] (see also [548, p.215]). This observation was not
due to pile-up effects in detectors corresponding to the addition of simultaneous X-ray deposited
energies within the detector time resolution. This implies that space charge effects in avalanches
[913]1990], streamer tips [171},243], §34] and ionisation fronts [612} 957| play a role in the runaway
mechanism. Understanding in each case (diffuse corona, streamer tip, pilot encounters) what
conditions permit this phenomenal electron acceleration in spite of the overall friction force by the
gas is a challenging issue [170]. An overview of mechanisms able to generate runaway electrons
in gas discharges is available in Lagarkov and Rutkevich [548|, which stresses the importance
of forming an ionisation wave where the electric field peaks at its highest point due to high
concentration of space charges at the ionisation front. The hypothesised production of runaways
in discharges is represented on figure We may summarise them into three categories:

(a) SAEB: supershort avalanche electron beams in very brief and steep voltage pulses (~ 2ns
with a 0.5 ns rise time of an amplitude of a few hundred kV) on cathodes lead presumably to
a local enhancement of the electric field beyond the thermal runaway threshold [913|. The
runaway electrons generated would not only produce X-rays in the gap and at the anode,
but also preionise the surrounding air which explain the formation of a diffuse discharge
[826]. To our knowledge, this scenario has never been tested theoretically.

*The minimum of the electron average friction curve in air is slightly above 1 MeV. In principle, runaways
seeded at lower energies could thus reach the MeV domain provided that the ambient field is above the absolute
runaway threshold field.
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Figure 1.9: Hypothetical X-ray emissions from runaway electrons for various stages of a spark dis-
charge: (a) supershort avalanche beams near short-pulsed electrode [828]912] (b) pilot (counter-
streamer) encounter [190] (¢) warm and cold ionisation wave surfing from a sudden expansion of

the leader channel .

(b) Streamer encounters: the electric field in the gap between oppositely charged streamers
is locally enhanced beyond the thermal runaway threshold. This hypothesis modelled by
numerous independent researchers has not given convincing results [44, 579).

Ionisation waves: an ionisation wave propagates much faster (>2x107 m/s) than a streamer
front. It is self-sustained by preionisation of the air by very fast runaway electron ahead of
the wave and by a high concentration of electrons in the head which leads to an enhance-
ment of the electric beyond the thermal runaway threshold. This might be called “surfing”
in the image that fast electrons keep up with or ahead of the ionisation wave, as opposed
to streamer heads which propagate faster than the electrons in the head because it hosts
no runaways. This scenario was proposed in Babich et al. and Luque and seems
theoretically plausible , , but requires further investigation.

—
o
N—

We will come back to the potential role of ionisation waves in the next section. We now
finally move to the electron runaway mechanisms at the root of high-energy radiation, operating
ubiquitously behind the scenes.
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1.4 Fast Electrons

Ordinary electrons roving freely in gases have low sub-eV energies much below excitation and
ionisation thresholds of molecules. In case a moderate electric field is applied, some electrons may
gain more energy reaching at best a few eVs. Even under fields above conventional breakdown at
3 MV/m in standard conditions, most electrons barely accumulate several tens of eV before they
lose it by impact ionisation of molecules. Their fate glooms far below the bewildering domain of
MeV fast runaway electrons producing bremsstrahlung photons discussed above.

It is thus not unreasonable to categorise electrons according to the effects they may induce
in their medium. We distinguish at least three “classes” of electrons:

e Bulk (~eV) : those electrons form the vast majority of the total electron population present
in a gas with a mean energy situated in the eV range that increases with the electric field

(cf. fig. bottom).

e Runaway (2 100keV): those energetic electrons above hundreds of keV, may gain energy
from acceleration in the electric field which exceeds the average energy loss rate from
collisions with the gas particles.

e Intermediate (~10eV-10keV): there is a very large range of energies over which electrons
are neither part of the bulk, nor can they run away. Nonetheless, this region is populated
with electrons that actively ionise the gas and foster avalanche multiplication.

A useful illustration of this separation is represented in the next chapter’s figure 2.1] at the
beginning of section showing also the corresponding electron velocities. The boundaries
between these categories are loose and are affected by the intensity of the electric field. Physically,
the dual separation (bulk vs. runaway) from which an “intermediate” class emerges, can be
best grasped looking at figure showing the average friction force acting upon an electron
propagating in a gas |786, figure 1]. This force, strongly dependent on the kinetic energy,
represents the average energy loss rate through inelastic collisions per unit of trajectory length.
It only slightly differs from the stopping power that expresses the loss rate in terms of penetration
depth in a medium; disregarding the tortuous deviations an electron can take as it collides with
atoms and molecules. Obviously, a denser gas offers proportionally more resistance to electron
motion. For this reason, to compare electric to friction forces scalable in density, it is customary
to divide the external electric field ' by the gas particle number density n to give a reduced
electric field : E/n traditionally measured in Townsends (Td=1072! V m?).

From a mechanically deterministic perspective, an electron in a field surpassing (scanting)
its average friction ought to gain (lose) energy. The shape of the friction curve in air presents a
global maximum around 150 eV mainly due to losses through impact ionisation and a secondary
peak below at 2—4eV due to vibrational excitation of nitrogen molecules. The broad bump
between 15eV-10keV can be considered as delineating the intermediary region between ordinary
(bulk) and energetic (runaway) electrons. All electrons to the right, whose friction is below the
horizontal bar of the given electric field are deterministically bound to accelerate up to higher
energies beyond MeV to become runaways and start radiating bremsstrahlung photons. For the
rest, the friction prevents electric acceleration and hampers electron motion in the gas. Three
special field values have been set out in figure [I.10} Starting from the lowest:

m Runaway Threshold : 200% kV/m equiv. 7.8 Td
Corresponds to the minimum field capable of sustaining a runaway electron (close to 1
MeV) in air [250} §2.2.1 eq-2.1]. Below that threshold, no runaway can occur, all electrons
would thermalise after several collisions.
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Figure 1.10: Average friction force acting upon electrons depending on their kinetic energy, due
to their inelastic collisions with air molecules. Computed with the database created in this thesis
(see part II) in standard dry air atmospheric conditions (see next chapter [2.1).

m Conventional Breakdown : 3% MV/m equiv. 118 Td
At this special value, free electrons in air are capable of acquiring enough energy to ionise
molecules just so to compensate for their loss through attachment to oxygen . It is not
a coincidence that this value happen to be just above the secondary peak between 2—4 eV,
enabling thus a few electrons to accelerate into the middle dale at some tens of eV beyond
the ionisation energy threshold around ~ 1Ryd ~ 13.606 eV.

m Critical Threshold*]: 30% MV /m equiv. 1180 Td
This field, if attained, would rapidly flush all free electrons into the runaway regime. This
process would also generate an exponential avalanche of new electrons from ionisation and
an intense beam of bremsstrahlung X-rays. Such a high field would not be able to sustain
itself for long as it would be quickly screened by the massive charge displacement instigated.

Interestingly, those three thresholds form a trio; each separated by an order of magnitude
which makes them easy to memorise: ~(0.3,3,30) MV/m in standard air or ~(10,100,1000) Td.
Their exact value is not fixed. For instance, the minimum of the present dynamic friction
curve® is actually at 0.2 MV/m, but because of the dispersion effect of scattering from electron-
molecule collisions, the true runaway threshold is estimated at ~282kV/m p.3,
p.613(“d = 1.3”), appendix C.], hence the 0.3 MV/m value in the trio.

*Of interest, this field is known as the Dreicer field when applied to fully ionised gases eq.(20)]. We
ought not to adopt the same name in the present situation where the gas is weakly ionised where the premises for
the theory [231] do not hold.

At standard atmospheric conditions temperature 15°C and pressure of 1013.25 hPa.
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Conventional breakdown might be determined experimentally from laboratory experiments
[762, §7.2.5], though it inevitably presents a certain sensitivity range to the electrode shape
and gap length. Formally, it can be defined as the field in which the net ionisation by electron
impact is exactly zero. Some electrons ionise molecules whereas other attach to oxygen, keeping
the overall balance of free electrons constant.

A more precise value, for each of the thresholds defined, can be estimated by simulations.
The runaway threshold is the minimal field at which a high energy electron can sustain itself. At
conventional breakdown, the swarm’s growth annihilates because ionisation compensates attach-
ment. Interestingly, the conventional breakdown intersects the friction force at about 16 eV, close
to the ionisation threshold of nitrogen molecules (15.6 V). The critical runaway threshold is per-
haps the hardest to determine due to the stochastic nature of electron acceleration in electrified
gases. In principle, there is always a non-zero probability that after a finite (although indefinitely
long) period of time, an electron might flip into the runaway regime. Thus, one must constrain
better the concept of thermal runaway: impose time limits and probability thresholds. This
issue will be explored later in chapter In any case, the influence of elastic scattering raises
the actual value of the thresholds due to additional energy lost by dispersion of electrons [169,
811|. Furthermore, the thresholds conjectured from simulations using different cross-sections
databases also present some differences that could be used to estimate the uncertainty of these
thresholds.

Without further delay, we describe below the four basic mechanisms capable of supplying
fast electrons as a requisite for intense bursts of bremsstrahlung radiation.

1.4.1 Thermal Runaway

When no source of energetic electrons is at disposal, thermal runaway [368, 371] is the only
possibility to obtain so-called “seed” electrons to start a runaway multiplication. One could define
that a seed corresponds to an electron at an energy beyond the runaway threshold determined
by the “ambient” electric field. We could attempt to categorise studies upholding this thermal
seeding mechanism in the four following strategies.

Near-critical electric fields are sought at leader heads |163], 677], streamer tips [161, [170,
171}, 1587, inter-streamer gaps |44, 422, 531} [579|, ionisation fronts [39}|192], and even supershort
avalanches [913|. Their existence in a small region for a sufficient period of time would permit
to accelerate electrons beyond the runaway threshold.

Stochastic acceleration holds that if the field be high enough [43, table 3|, though not
critical, the chances that some electrons can reach the runaway regime are greater |218] if: the
field be long-lasting (>>ns), and/or the available electrons be plentiful (> 10%).

Pre-conditioning of the surrounding air includes many effects that each make a modest
contribution to facilitate thermal runaway. Since the corona is composed of thousands of stream-
ers repeatedly waning and re-flaring at the leader/electrode tip, it is not unreasonable to suppose
that the air swept by the corona have its conditions altered by: a neutral plasma of free ion and
electron charges [421], a non-equilibrium excitation temperature [852] or even a lower density due
to thermal expansion |530]. The pre-ionised channel would enable an enhancement of the electric
field [36] while the thermally excited and expanded gas would decrease the average friction force.

Inter-electron Coulomb collisions|379] could occur in very localised dense regions of
electrons such as at in ionisation fronts. In this case, electrons would be able to transfer energy
amongst themselves which would affect their spectral (energy) distribution [376] and thus the
probability that an electron becomd’| runaway.

*Readers disturbed by the missing ‘s’ may consult chapter about the almost extinct use of subjunctive
in English.
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The compartmentalisation defined above results from an observation of strategies adopted in
studies devoted to thermal runaway. Their importance decreases in order of presentation and the
hypothesis that Coulomb collisions could bring a contribution to runaway generation has been
suggested 579, p.6499&Appendix B| but, to our knowledge, has not been tested yet in Monte
Carlo simulations of discharges in air. Nonetheless, in the light that experimental observations
show a manifold of discharge types capable of producing runaway electrons [244, [520, 826 828,
913, it is not improbable that the recipe for runaway in each situation lies in a carefully chosen
conjunction of the effects presented.

Presently, thermal runaway is the only viable mechanism explaining X-ray bursts from leader
stepping |164] and hard corona streamer emissions. Furthermore, due to its ubiquitous mani-
festation in discharges, it also qualifies as a promising candidate for TGFs related to leader
activity [161], especially those with the hardest spectra [163]. The other mechanisms of run-
away avalanche presented below require very extended regions (some hundreds of meters) with
an electric field sustained above the runaway threshold in order to yield a significant amount of
runaway electrons.

1.4.2 Runaway Avalanche

The three main sources of free electrons in the atmosphere are radioactive decay of Radon
(Rn?%2) [660|, cosmic background comprising both solar and extrasolar ionisation [952], and
so-called extensive air showers [795] of secondary electrons and other particles provoked by sin-
gular extremely energetic > 10 eV cosmic rays. The supply of fast ~ MeV electrons depends
strongly on the altitude and can present accentuated variations due cosmic weather conditions
and geographical location. At ground level, radon decay [290] releases 5-7 (0.1 at 10 km) fast
0.1-1 MeV electrons/(m3.s) [660, figure 3]. Cosmic background [952, figure 1] produces in total
~2x10% (140 x 10° at 10 km) electrons/(m?.s) of which only a tiny fraction (~ 3 in a million) is
in the MeV range or above. In contrast, the electron densities induced by air showers are highly
inhomogeneous spatially and temporally |795], and can peak to 10° /m? in the shower core at
thundercloud altitudes. Notwithstanding, only a minor fraction of those electrons exceed the
runaway threshold set by the field inside a thundercloud.

The first suggestion that fast electron{"] might accelerate in high electric fields of thunder-
clouds and produce X-ray radiation and secondary electrons, was made by Wilson [986]. Deeper
implications arise if some of the secondaries have energies beyond the runaway threshold. In
this case, the electrons produced by impact ionisation are divided into two sub-populations:
runaways that feed the avalanche and bulk that quickly thermalise as they cause more ionisa-
tion [646, figure 5|. The separation line between both populations corresponds to the runaway
threshold which lies close to 1 MeV and decreases for higher fields according to the braking force
(fig. . The currents carried by the bulk thermal charges emit radio-waves and lead to a
gradual screening of the field [364]. This form of discharge is known as runaway breakdown (RB)
[365]. Its peculiarity is distinguished by the dependence of the thermal bulk on the runaway
few. The field does not enable non-runaway electrons to multiply, they can only be seeded by
runaways. In the long-term, the space charge of the bulk attenuates the ambient field below
the runaway threshold and the avalanche subsides on its own. Long-lasting gamma-ray glows
in thunderclouds [369] could be attributed to an equilibrium between runaway breakdown and
cloud electrification 236, §10].

*They were usually referred to as 3 particles but without specific relation to a radioactive decay.
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1.4.3 Relativistic Runaway Avalanche

In principle, there is no unanimous distinction between Runaway Breakdown (RB) and its re-
baptised name of Relativistic Runaway Electron Avalanche (RREA) discussed in the present
subsection. The former (RB), was proposed by Gurevich et al. [365] as a responsible mechanism
for inducing a lightning discharge and thus a breakdown of the electric field [369, [370]. The
model of RB was mostly supported by kinetic theory based on the Boltzmann equation [789)
(see sec. [2.3.2).

Later, Monte Carlo (MC) simulations of the relativistic runaway avalanche process were
implemented [42], in which the individual erratic motions of runaway electrons could be tracked.
Such a stochastic description of RREA brought a considerable improvement over kinetic models
[41,]576] and insight into the relationship between runaways and bulk electrons [247]. We discuss
those characteristics below.

The spectral distribution of runaway electron energies in an avalanche is almost independent
of the electric field |250, figures 3-4] and fits well with an exponential distribution of characteristic
(and average) energy at 7.3 MeV [786, table 9]. It can be interpreted as the average energy gained
by a runaway per avalanche length traversed. The shape of the spectrum changes abruptly below
the runaway energy threshold where it roughly follows a power-law [247, figure 3] due to the
gradual energy degradation of sub-runaway electrons from the dynamic friction force.

At any given time, the total length of an avalanche is the distance Al from its source (starting
point) to the front lin (leading edge) beyond which virtually no ionisation has yet occurred.
Its measure in terms of the characteristic e-folding (Euler’s exponential constant) length A yields
the amplification factor used to approximate the number of electrons exp(Al/\) at the front.
Together with the temporal exponential growth scale 7, the avalanche propagation speed v,y =
A/7 is determined to be loosely constant at 90% of the speed of light |184) figure 1-bottom)].
Indeed, the avalanche length A and characteristic time 7 are found to decrease correspondingly
at higher fields and air densities [40].

To this day, there is an ongoing discussion about the relationship of relativistic avalanches
with lightning activity. There are two conflicting views whether the avalanche may lead to
breakdown of the electric field or not. We present two opposite scenarios.

1. Inception of Breakdown : As the avalanche extends, more electrons accumulate at its
front; to the point where space charge effects start to dominate over the ambient electric
field. Beyond a certain electron density threshold, charge displacement by conductivity
dominates over the attachment to oxygen and the electrons can form a cold patch of
plasma. As a response to the ambient electric field, the patch polarises and raises the field
at its boundary [369]. When it reaches the breakdown threshold, the patch may foster
the formation of a streamer [864]. This mechanism would suggest runaway avalanches
as precursors to lightning breakdown [646]. Whether the electron bulk produced by the
relativistic avalanches may introduce a significant breakdown of conductivity and spur the
formation of a streamer in a region of locally enhanced electric field, poses an intriguing
question |35}, 795].

2. No Breakdown : Monte Carlo simulations do not endorse the assumption that the dis-
placement of the bulk space charges produced, lead to a breakdown (significant screening)
of the electric field. To the contrary of previous claims [364], the bulk electrons produced
in RREA, seeded and sustained by cosmic-ray background or even an extensive air shower,
would not be sufficient for causing a breakdown of the high-field region [247, §52-56|. The

*Actually a surface over a solid angle in 3D
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terminology of “runaway breakdown” was thus argued as being inappropriate 245, 247].
Furthermore, the lateral spreading of an avalanche [237, §4] would not allow the densities
at the leading edge to reach the critical value for streamer formation 247, §51]. Obser-
vations of TGFs actually point toward an opposite relationship, where gamma-ray bursts
from avalanches emerge after lightning breakdown has been initiated [610, 829].

In search of conciliation, due to the polyvalence implied by the word “breakdown” (see pre-
vious section , we could conceptually distinguish relativistic runaway electron avalanches
(RREA) from “ordinary” runaway avalanches (RA) in the previous subsection when space
charge densities at the leading edge of the avalanche are high enough to cause a significant change
in conductivity (breakdown of conductivity).

After all, depending on the spatial extension and intensity of the electric field, one could
perhaps differentiate micro runaway avalanches that employ thunderclouds as an X-ray converter
and amplifier of fast electrons seeded by cosmic rays or radioactive decay; and more intense RREA
that could potentially provide enough free charges for the formation of a streamer if the electric
field were enhanced enough.

Independently of lightning initiation, the original idea of runaway breakdown was that the
space charges produced would be sufficient to cause screening and therefore breakdown of the
electric field. Monte Carlo simulations showed that the amplification through avalanching is not
intense enough to reach this situation [245|. This mechanism requires a further ingredient which
is disclosed in the next section.

1.4.4 Relativistic Runaway Avalanche with feedback

The major problem of an electron avalanche is that it always flows opposite to the electric field
but cannot flow backward where the potential (for avalanching) is highest. This means that it
can only build up as far as the high-field regions extend. This limitation changes radically with
the introduction of a feedback mechanism [236] capable of injecting seeds back at the starting
point of the high-field region.

Such seeding may be executed by gamma rays or positrons [363] that can retrograde along
the electric field to the avalanche top and produce energetic ionisation. An essential requirement
for feedback is that the high electric field region have a wide lateral extent to be able to capture
the gamma-ray or positron as it scatters whilst retrograding [236].

The role of feedback may be understood as to enhance the multiplication rate of a RREA
within the same avalanche length. Thus, feedback allows RREA to produce stronger fluxes of
runaways over a given region of high electric fields. In a certain sense, the effect of feedback is to
“fold” an extended avalanche over a smaller region. To this picture, one must however consider
also that feedback widens the lateral spreading of the avalanche and produces a significant amount
of space charges that screen the electric field.

With this supplementary feedback, the idea of runaway avalanches fostering conventional
breakdown can be restated. The accumulation of space charges at the bottom of an avalanche
does not lead to formation of a plasma seed any more. Instead, the electric field may be enhanced
beyond the conventional breakdown and conduce to a large scale discharge [237]. This scenario
operating over milli-seconds [237, §14| could correspond to the build-up of gamma-ray glows
[947] before lightning occurs 237, §18], but not to TGFs.

The TGF time scale of a few tens of micro-seconds is best reproduced when combining the
RREA with feedback in the presence of leader channels [246|. The high potential difference
between the charge layers is gradually spatially compacted as the leader progresses. When
the electric field breaches runaway threshold, a RREA with feedback triggers and instigates a
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discharge lowering the field ahead of the leader. The number of electron runaways produced thus
can reach ~ 107 [238, §V.A], about the right amount to reproduce the fluence of a bright TGF
[245]. This process can repeat several times and produce multipulsed TGF if the leader traverses
a long distance within the cloud 246, §6.2 figure 9].

Because the feedback empowers runaway avalanches to accomplish breakdown of the electric
field, it was proposed [238| to be named more compactly “relativistic breakdown”.

Altogether

The four mechanisms described above (thermal, avalanche, relativistic runaway, feedback avalanche)
reflect but a conceptual compartmentalisation of discharge mechanisms involving fast electrons.
They emerge from the understandable necessity to grasp the physical phenomena at play. With
time, much progress was put forth in recent years to incorporate each of those mechanisms into

a coherent orchestration.

Nevertheless, still today, the causality of runaway to discharges is blurry. In small sparks,
runaway definitely depends on the field enhancement from streamer tips. Additionally, it is
thought that they aid streamer propagation [828, §VI|. In thunderclouds, it seems that runaway
processes emerge spontaneously without assistance from a lightning discharge, yet their posterior
occurrence to leader formation is well established observationally based on correlation with TGFs
which are thought to be generated by RREA with feedback.

Comprehensively, it is not excluded that TGF and X-ray bursts reflect two extreme situations
[860] of the relationship between the leader potential and the ambient electric field [164]. Lower
and limited fields would only permit X-rays, leaving full-fledged TGFs for higher and vaster fields.
Nonetheless, the war between theories of runaway is not over: does avalanching remain restricted
to the vicinity of the streamer zone [162,164] or does it flush ahead in the vast high field regions of
the thundercloud 246, [248|? In other words, would X-rays be the signal related to seed runaways,
whereas TGF would correspond to those seeds amplified with considerable multiplication with
(brighter) or without (fainter) feedback? Furthermore, the contrast between a multi-pulsed
TGF on a “silent” background versus a minute-long sustained high-energy radiation of gamma-
ray, electrons, positrons and neutrons |174, (948 951| poses a challenge. Why would runaway
maintain a steady relation to its nurturing electric field in glows without provoking a brutal
discharge, meanwhile it stammers as intense interrupted bursts when correlated with lightning?
Finally, the possibility that TGFs present a harder high-energy tail than yielded by the 7.3 MeV
exponential spectra of RREA, remains an open question [629]. Acceleration of electrons coupled
with the leader advancement constitutes a tempting place for investigation.

1.5 Motivation

One can realise how relatively recent the discovery of gamma rays produced in thunderclouds
is, by comparing the state of the art of discharge typologies and their technological applications
against the hazy relationships between runaway mechanisms and discharges. Moreover, one
can acknowledge the poor understanding we have of gamma ray flashes when we are unable to
agree how to relay a beautiful story of their emergence. On an even greater scope, studying the
connection between high-energy radiations and discharges is a great piece to the puzzle of the
phenomenon of Lightning [367].

By now, we hope that the motivation of elucidating the fundamental mechanisms behind
high-energy radiation from discharges is self-justified. If not, we ought mention that radiation
doses to aircraft passengers near thunderstorms can be a topic to worry about [730].
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Throughout this chapter we showed how high-energy processes in lightning are enrooted
in electron runaway bremsstrahlung radiation. Similarly, breakdown initiation stems from free
thermal electrons. Thus, we have two families of electron avalanching mechanisms, one at high
energies (runaway) and another at low energies (thermal) which play a fundamental role in
electric discharges in nature. Yet, the relationship between both is poorly understood.

In order to draw a coherent picture, we take the challenge to model the stochastic behaviour
of electrons in atmospheric gases regardless of their energy. Therefore, electrons will be the main
protagonists of this thesis.

We would like to point out that the branch of runaway electrons in electrified gases has been
studied extensively :

e Thermal Runaway (TR) : for leaders |162, [368| |677], for streamers [44, 161, 170, (171} |587]
for ionisation fronts |39} 192]

e Runaway Avalanche (RA) : |365] 369, 370, [787]
e Relativistic Runaway Electron Avalanche (RREA) : |42, 184} 576, (786

e Relativistic Runaway Avalanche with feedback (RREA+) : |46l 236, 238, 246|

Because relativistic runaway avalanches have a longer history than thermal runaway, their
parameters and characteristics have been studied in detail at different altitudes and configurations
of the electric and magnetic fields [40, 184} [236, 576]. So far, the support for thermal runaway
does not tally to the advanced models of RREA.

Therefore, it might seem hard at first to find new paths for further research, except by
building in complexity over previous models like those of Kéhn [529] and Li [585]. Such was not
the trajectory opted in this thesis, however. Instead, it was deemed reasonable to undertake an
intensive approach to thermal runaway modelling.

A Monte Carlo approach represents a very efficient and appropriate methodology capable
of tackling the stochastic nature of thermal runaway. Previous models [368, [677] had almost
taken for granted that the pathway from thermal to relativistic energies was well paved with
electric fields over the critical threshold. Nevertheless, as we shall see, there are many holes
in a complete characterisation of electron processes in gases at intermediate energies situated
between the thermal bulk and the runaway regime.

Very recently (toward the end of this thesis), some studies [43, 86, |482] showed more diligence
toward correctly simulating the stochastic process of electrons in electrified gases. This bespeaks
how timely a renewed study of runaway by Monte Carlo method is today.

Together with these recent works, this thesis will aim to improve our understanding and
capabilities of reproducing the thermal electron runaway process based on the stochastic method
of Monte Carlo particle simulations.

As an important side note, we must emphasise that electron (or even ion) runaway is of high
concern in fusion plasmas such as in tokamaks [104]. As a result, this issue is studied intensively
by the fusion plasma community. Unfortunately, results taken from that field of research are
inapplicable in the present situation of electron runaway in discharges within atmospheric gases.
The reason for this is that fully ionised plasmas in fusion reactors are fundamentally different
from weakly ionised plasmas in discharges in air because of the absence (or insignificant presence)
of Coulombic electron-ion collisions in the latter case. Actually, even in weakly ionised plasmas,
it is not certain that the streamer—leader hierarchy, stepping and runaway mechanisms observed
in nitrogen-oxygen mixture discharges are concepts applicable to discharges in pure monatomic
gases where the mechanisms of ionisation are different and no attachment occurs.
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This makes the study of electron runaway in natural discharges a highly desirable field of
investigation. It might help understanding furthermore the emergence of runaway mechanisms
in the intermediate range of partially ionised plasmas.

1.5.1 Questions and Goals

Asking simple questions may help us set off in our research journey. As was hinted in the
introduction, it seems that thermal runaway occurs under specific conditions: elevated electric
fields, sustained long enough, extending far enough and supplied with many free electrons.

Then, questions spring up spontaneously: what is quantitatively “elevated”, “long” (time),
“far” (space) and “many”? Or together: after how long, how many initially thermal electrons will
eventually become runaways and what distance will they have traversed if the electric field is
thus high?

The Monte Carlo study of runaway electrons in discharges opened wide an impressive agora
for discussions about the role they play in lightning, streamer propagation, leader stepping, TGF,
X-ray bursts, etc. The phenomenal trait of runaway production and avalanching is its singular
dependence upon a particle. If the conditions are right, only one electron (or any adequately
energetic ionising particle) might suffice to “trigger the spark” (or formally, provoke an avalanche
potentially leading to breakdown).

For a century, a “radius ex machina’T] had to be summoned each time to start the show.
This cosmic romanticism, however, could not survive to the foreboding neutron beams allegedly
observed to gush out in laboratory sparks. The purpose of this thesis is to elaborate a fertile
model to seek out the electron in situ through thermal runaway.

1.5.2 Structure of part 1

In the next chapter we will lay out the fundamentals of electron motion in electric fields
frequently interrupted by collisions with molecules. From tracking individual electrons we will
gradually move to a more macroscopic description of swarms. Mainly focused on Monte Carlo
representations, we will introduce a methodology for noise reduction in the electron energy
spectrum that will be vital for an accurate tracking of thermal runaway. We will also give a few
notions in kinetic and fluid descriptions, often used in swarm dynamics.

After laying down the theory, the details of numerical implementation will be covered in
chapter [3] structured according to our code’s architecture. Considered an essential part of
scientific success, a whole chapter will be devoted to analyse contagious mistakes occurring
in the field, as well as avowing those perpetrated throughout the thesis.

After this safety check, results of our simulations will fill chapter [5| which will be divided
into analysing the bulk properties of swarms in electrified gases (sec. , then the statistics of
runaway (or high-energy) electrons (sec. and finally explore particular situations which may
related to thermal runaway (sec. . The results will be then overviewed in the last chapter |§|,
which will also include the conclusions and perspectives for future work of this first part.

*The latin expression Deus ex machina dates back to theatre plays when the protagonist encountered him or
herself in such utter hopelessness, that the “hand of God” was invoked to intervene to save the tragedy. The term
ex machina means ‘coming out a crane’ (the machine hoisting decor elements on the stage). In this analogy, we
satirise the role of cosmic rays (‘radius’ in latin) as if they were sent by the hand of God from the universe-machine
so that we could have a terrestrial gamma ray flash on Earth. The point here in this thesis is that we do not
necessarily need any cosmic intervention to have high-energy radiation from thunderstorms. With the mechanism
of thermal runaway, ‘indigenous’ electrons (in situ) may be converted to high-energy ones through acceleration
in the intense electric fields from discharges on Earth.



Chapter 2

Physical Models

In the previous introductory chapter, we described the meteorological context in which lightning
strikes. Among the many mysteries related to lightning, we brought to the reader’s attention
the mechanism whereby X-rays and gamma rays are emitted in correlation to leader activity
as bremsstrahlung radiation from energetic electrons. Though the electrons may be initially
seeded by cosmic rays, we would like to explore the possibility of thermal runaway: that is the
acceleration of low energy electrons up to relativistic energies in the MeV region from intense
electric fields due to local enhancements in streamer channels.

This chapter presents the physical background used to model thermal electron runaway
in a uniform gas under an electric field. We adopt a microscopic approach over short
timescales, of a few nanoseconds at most, and study the prompt response of electrons to
the local conditions of the environment.

Of major importance, will be to understand how the microscopic scales of electrons, as studied
presently, fit into the macroscopic world of discharges as presented in the previous chapter. The
structure of this chapter consists of three sections:

2.1 : a brief characterisation of the model of the gaseous medium

: dynamics of an individual electron in an electro-magnetic field [2.2.1], when colliding
with a gas molecule |2.2.2] and its average motion in gases [2.2.3].

2.3 : the behaviour of electrons when considered as a swarm (ensemble) from a discrete [2.3.1],

kinetic [2.3.2] and fluid [2.3.3] perspective.

Before plunging into the equations, the reader might wish to get familiar with our nomenclature
and notation convention on page In particular, unit vectors are noted with a “hat” : ||¥| = 1.

2.1 Gases

From the long introduction presented in the former chapter, we remember that the conditions of
the gas medium vary significantly at different stages of a discharge. Initially at ambient pressure
and temperature, the air in a leader channel heats beyond 5000 K which entails an expansion
shockwave from the sudden increase in pressure, as well as a change in composition from chemical
reactions.

39
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It is therefore interesting to consider how may electron thermal runaway be affected under
different conditions of the gas in a discharge channel. Some studies already explored the effects
of density fluctuations from heating |530] and preionisation of air |38, 39, tab. 1, §3] from former
streamers. Presently, we wish to understand how does the temperature and chemical composition
of the gas at a given electric field affect the behaviour of an electron swarm.

As we will see later, the electric fields required required to accelerate electrons in gases to
relativistic energies are very high (> 10MV/m). Since such fields may not sustain themselves
for long periods of time, we may reasonably suppose that thermal runaway in discharges is a
fast (shorter than a few tens of microseconds) transient phenomenon that unfolds only when
certain conditions are met. Therefore, as a fundamental working hypothesis, we will assume that
during a thermal runaway event, the state of the surrounding gas is not changed by the electron
discharge. This does not prevent the gas to have spatial inhomogeneities such as a temperature
gradient or variations in composition. However, those inhomogeneities are not expected to change
with time throughout the acceleration process leading to runaway. As a consequence, we start
describing the stationary model of the ambient gas that will form the basis of our studies.

2.1.1 Macroscopic state

By default, the simulation space is supposed to be uniformly filled by the gas at a number
density ngas and temperature Ty, obeying the law of perfect gases giving the pressure p through
Boltzmann’s constant kg:

p= ngaskBTgas (2.1)
Ambient conditions of air at ground are determined by the U. S. Standard Atmosphere [950]:
Air composition: Thermodynamic state:
N 78.08 % po = latm = 101325 Pa (2.2)
9 ! . 0 _ oy
Oy:  20.95% Tph =15°C =288.15K, (2.3)
Ar: 09T % ng = 2.547 x 10 m™3 . (2.4)

The air density profile n,; along the altitude h decays exponentially on a scale of about 7 km:
Nair(h) = nge M7k (2.5)

The chemical composition changes drastically at elevated temperatures such as those encoun-
tered in hot ionised channels. Assuming thermal equilibrium and a constant particle density, we
reproduce in table 2.1] the ratios of the most frequent species created from nitrogen and oxygen.
The data were reported in Hilsenrath and Klein’s tables [402]; the first two rows at 1500&2000 K
come from Lemmon et al. [580, table 11].

It is absolutely not clear how to characterise the state of a very quickly (in tens of microsec-
onds) heated strip of gas in an electric discharge. We took the liberty to assume that dilution
from the thermal expansion is somewhat compensated by the duplication of gas particles through
dissociation so that the gas particle density ng.s remains constant during the heating process.
This guess comes from the fact that the timescales of thermal expansion (2 ps) |776, fig.2] are
somewhat similar to the time during which the air is heated in discharges < ps. This assumption
is a prerequisite to the characterisation of the chemical composition compiled in table 2.1}

Nevertheless, assuming a constant particle density might not be a good approximation [530)]
and could require adjustment when modelling gas expansion in (space-)leader cores [532]. The
streamer-to-leader transition study of da Silva and Pasko [204, figure 10| predicts an abrupt
drop of the gas density by roughly one order of magnitude coincident with a steep increase in
the temperature in about 0.2 ps from ambient initial conditions in a streamer traversed by a
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Table 2.1: Chemical species in hot air extracted from Hilsenrath and Klein [402] in function
of temperature 7' at constant particle (atom or molecule) density ng ~ 2.687m™> (Loschmidt’s
number). The first two rows at 1500&2000 K come from Lemmon et al. [580, table 11]|. The
ratios do not sum exactly to 1 due to residual species (mostly CO, CO2 and NO3) and round-off
errors. A 0.000 value implies that the unshown next digit would be between 1 and 5.

T (K) N2 02 Ar NO N O N+ O+

1500  0.780 0.209 0.009 0.002
2000  0.777 0.206 0.009 0.008

2500  0.768 0.196 0.009 0.024 0.002
3000  0.752 0.178 0.009 0.046 0.014
3500  0.727 0.145 0.009 0.067 0.051

4000  0.695 0.098 0.009 0.079 0.000 0.117
4500  0.666 0.055 0.008 0.078 0.002 0.191
5000  0.646 0.026 0.008 0.068 0.006 0.246
5500  0.631 0.012 0.008 0.055 0.016 0.278
6000  0.612 0.006 0.008 0.044 0.036 0.294
6500  0.582 0.003 0.008 0.035 0.072 0.299
7000  0.538 0.002 0.007 0.030 0.126 0.298
7500  0.477 0.001 0.007 0.023 0.165 0.291
8000  0.404 0.001 0.007 0.018 0.288 0.280
8500  0.327 0.000 0.006 0.013 0.384 0.267 0.000 0.000
9000  0.251 0.000 0.006 0.011 0.475 0.260 0.000 0.000
9500  0.184 0.000 0.006 0.008 0.556 0.241 0.001 0.000
10000 0.130 0.000 0.005 0.006 0.620 0.231 0.002 0.000
10500 0.090 0.000 0.005 0.005 0.667 0.223 0.004 0.001

11000 0.061 0.006 0.004 0.698 0.218 0.005 0.001
11500 0.041 0.006 0.003 0.717 0.213 0.008 0.001
12000 0.028 0.006 0.002 0.727 0.210 0.012 0.002
12500 0.019 0.006 0.002 0.729 0.206 0.016 0.003
13000 0.013 0.006 0.001 0.726 0.203 0.021 0.003
13500 0.010 0.006 0.001 0.719 0.200 0.028 0.004
14000 0.007 0.004 0.001 0.708 0.197 0.035 0.006
14500  0.005 0.004 0.001 0.694 0.193 0.044 0.007
15000 0.004 0.004 0.000 0.677 0.189 0.054 0.009

constant electric current at 1 A. This is accompanied by a screening of the electric field when
the streamer becomes part of the leader core.

Since thermal runaway is most prone to occur just before the electric field drops, the gas
density may be assumed not to have changed significantly while the gas heating already breaches
a few thousand Kelvins. Thermal runaway might dwell at the ideal crossing point where the gas
is hot and slightly diluted, while the electric field remains still unscreened. If one is, however,
interested in studying thermal runaway in a preheated channel, then the air composition needs
to be checked in equilibrium at a density npo of a factor of 10 lower than the ambient ng.

In any case, considering a change in chemical composition at all, represents a first step to
differentiate electron acceleration in hot air from ambient conditions.
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2.1.2 Microscopic state

At the molecular level, the distribution of energies in equilibrium conditions follows the Maxwell-
Boltzmann statistics reviewed in appendix @ At a given gas temperature Ty, the probability
fe(ex) deg that a molecule or atom finds itself at a kinetic energy between e; and e + dey, is
given by:

£k
_2fym kT yas
O = Ve 20
This can also be expressed in terms of the speed V of a molecule of mass M :
MV?
M o2 2 2kpT,
+(V)=|——"— 4TV Blgas 2.7
1) = (o) e 1)

fv and f. are known as the Maxwell distributions of speeds and kinetic energies.

Diatomic molecules such as molecular nitrogen and oxygen have also rotational and vibra-
tional degrees of freedom. As opposed to kinetic distributions which are continuous, the energy
levels €; of excited states in the framework of quantum mechanics follow discrete distributions
fexe described by the Boltzmann statistics succinctly recalled in appendix [B.2]

Gexc (€i)eisi/kBTcxc
Z’io:() Gexc (Ei )e_si/kBTexc ’

The subscript ‘exc’ stands for the mode of excitation considered (‘rot’ or ‘vib’) and gexc is
the degeneracy of the discrete level indexed by i. Energy distributions such as f. or fiotr and
fvib are commonly referred to as spectra, in relation to the electromagnetic radiation emitted
by such distributions. The temperature of a spectrum determines the brightness of the emitted
radiation.

Energy transfers between molecules occur during collisions. From a general perspective,
the average energy transferred through a collision from vibrational, rotational and translational
(kinetic) degrees of freedom is not equal [150, Chapters 1-3]. The transfer of energy between
two vibrational modes is typically larger than between a vibrational and a rotational mode
or a translational energy [150, §3.1]. Therefore, the time (or number of collisions) needed to
thermalise (converge to the Maxwell-Boltzmann distribution) an isolated system of vibrational
excitations is shorter than the full thermalisation of a vibrational system with a rotational or
translational system which is about ~ms for diatomic molecules. Since the timescale of electron
thermal runaway may be much shorter (depending on the electric field) than the thermalisation
time of the gas, it is not inconceivable that, within this short time interval, different temperatures
Texe be associated to populations of vibrational T34, and rotational 11, modes of excitations.

Jewe(e;) = (2.8)

Rotational levels of excitation are indexed by ¢ = J and are most commonly approximated by
the rigid rotator model. Their energies €5 at a temperature Tiye = Trot are populated as ([2.8)
with [399] §3.3.2-3] :

ey =DBiot(J+1)J, (2.9)
grot(e5) = gs[ (97127 +1) (2.10)

where (—)J determines the parity (- odd ; + even) of the level J. Rotational constants Byt
for typical diatomic molecules are given in table The degree of degeneracy g,ot comes from
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Table 2.2: Diatomic molecular constants for interatomic separation R rotational B, vibrational
hwyip, excitations, electronic excitation threshold &y, dissociation Egiss and ionisation &, energies
[499]. The nuclear spin degeneracy (gs) for rotational states is shown on the bottom row.

Ny (0D Hy NO
R (nm) 0.11 0.12 0.074 | 0.115

Biot (meV) 0.2477 | 0.1783 | 7.544 | 0.2073

hwyip (eV) 0.2924 | 0.1959 | 0.5457 | 0.2361

Em (eV) 6.17 | 0977 | 6.9 | 4.747
Ediss (eV) 9.76 | 5.116 | 4.48 | 6.534
Eion (eV) 15.58 | 12.07 | 1543 | 9.26

gs(Jeven:odd) | 6:3 | 0:1 1:3 | 1:1

quantum theory of angular momenta and expresses the 2J + 1 different projections that a linear
rotator can take on a given axis. More information about rotational excitations is to be found
in chapter [11.2

When applied to concrete molecules, additional considerations must be taken into account
depending on the molecular wave-function parity. Skipping the details of such discussion, the
degeneracy for odd and even J is given for each diatomic molecule on table 2:2] and also found
in [305, read § between eq.8-9 on p. 1624]. For all heteronuclear molecules g5(J) = 1 because no
indistinguishability criterion is imposed between the nuclei.

Vibrational levels of excitation are indexed by ¢ = v and for low v § 10, are approximated by
the harmonic oscillator model. Their energies €, at a temperature of Tey. = Tvi, are populated

as (2.8) with [399] §3.3.5] :

gy = hwyp (v +1/2) (2.11)
Gvin(ev) = 1. (2.12)

For diatomic molecules, vibrational modes are non-degenerate; their degeneracy is inde-
pendent of v in combined rotational+vibrational (=‘rovibrational”) spectra. The vibrational
frequency wyip is obtained from the harmonic oscillator model.

The geometric series in the Boltzmann distribution for the harmonic oscillator model
(2.11]) can be summed to give a straightforward expression :

Jvib(ev) ® exp(—vhwyin/kTvib) (1 — exp(—hwyin/kTyvib)) - (2.13)

Electronic levels of excitation could in principle also be attributed a Boltzmann distribution at
a certain temperature. Nevertheless, electronic excitation thresholds &, often lie considerably
higher than rovibrational levels as can be seen on table 2.2 Only from very high temperatures
> 30000 K, would those states be thermally populated if the molecules were not all dissociated
long before then as seen in the previous section (table . The situation is different for atoms,
for which vibration, rotation and dissociation do not exist. There, some states may be metastable
with a long lifetime (e.g. close to a minute for Argon [283, §1]) and therefore, the gas can retain
memory of having incurred intense discharges in the recent past. In atmospheres dominated by
atoms (He, Ar, etc.), taking into account subspecies of excited metastable states could make
sense even beyond the notion of thermal equilibrium.
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An overview of the more involved nomenclature of electronically excited states is available in
the appendix [C] at the end of the second part.

Super-excited states corresponds to any — electronic, vibrational (rarely rotational) — modes of
excitation whose energies lie above the dissociation or ionisation threshold of the molecule. They
are important to take into account because they might decay into a dissociation or ionisation
event (or both!) and thereby contribute to those channels when analysing electron-molecule
collisions [834, p.284|. Their decay time affects the chemical evolution of the heated gas in
non-equilibrium.

2.1.3 Thermal Equilibrium

Of fundamental importance to the Boltzmann statistics is the assumption of thermal equi-
librium. As a general thermodynamic rule, all energy exchange processes, considered as a whole,
contribute toward bringing the medium into equilibrium. The pertinent question is to know how
long does it take to bring a disturbed population back into equilibrium, and whether it takes
longer than the perturbation to emerge.

The time necessary for a pack of molecules in disequilibrium to reach the temperature of an
ambient gas is know as the relazation time 7, widely covered in Capitelli et al. [150]. Translational
and rotational relaxation time from to inter-molecule collisions in air is within the sub-nanosecond
to a few nanoseconds range at ambient temperatures [155] and atmospheric pressure. It is thus
safe to assume that those populations are in thermal equilibrium.

However, vibrational and some electronic states may take several tens of microseconds to
relax in atmospheric conditions |76, 296|, so that equilibrium might be a more questionable issue
depending on the circumstances.

One can consider that within a certain time-lapse in the first few micro-seconds of a dis-
charge [203| fig. 10|, vibrational excitations form an internal energy reservoir at a temperature
Ty, # Tyas, separate from translational and rotational excitations. Beyond non-stationary as-
pects, such differences can also arise as spatial inhomogeneities |57, fig. 4].

At the microscopic level, not all collisions are equally effective at transferring energy between
various channels. While collisions between an atom and a molecule can only exchange vibrational
for translational energy (V-T process), molecules between themselves can also exchange a vibra-
tional quantum (V-V process). Furthermore, collisions with highly excited vibrating molecules
can induce chemical reactions.

Thus, Boltzmann statistics, which are based on weak interaction between particles, can also
inadequately describe non-equilibrium vibrational distribution functions which are subject to
selective efficient energy exchange processes [609, fig. 2&5].

Of concrete interest, some chemical processes in the atmosphere can create durable departure
from the Boltzmann distribution. For example, the stratosphere can typically withhold vibra-
tionally excited oxygen populations as high as v = 20 due to photolysis of ozone |738| fig. 4].
Moreover, though fundamentally different than high-pressure discharges, radio-frequency modu-
lated and continuous discharges in low-pressure plasma simulations [485, figure 2&5| show that
non-Maxwellian vibrational temperatures can surpass 10000 K while the gas ambient tempera-
ture remains fairly low ~ 500 K.

It is thus not inconceivable to have locally disturbed oxygen vibrational distributions in the
early stages of an electron avalanche.
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When it comes to conversion of energy from electronically excited molecules, the situation is
even more complex. It depends also on their vibrational sublevel of excitation and the nature of
the inter-molecular interaction. Due to a higher potential energy available in the collision process,
some excited states present higher probabilities in provoking an exchange of electronic energy,
deexcitation or a chemical reaction depending on the collision partner. In general, depopulation
of an excited species through collision is known as quenching and is described in kinetic models
through reaction rates.

State-specific dynamics Rate coefficients k, for electronic deexcitation through collisions
between various molecules can be found in Capitelli et al. [150, Chapter 9.2]. They are expressed
in cm?3/s for binary collisions. To obtain the quenching rate @ of a certain species, e.g. Ny (B 3Hg)
through collisions with Oy(X - ground state):

NQ(B) + OQ(X) - NQ(X) +20
we simply multiply by the density of oxygen no, ~ 0.21nq:

Q(N2(B)) = krno, -

This gives the fractional number of deexcited nitrogen molecules per second in air. The
decrease rate 1/Q of excited species is thus exponential and this gives an estimate of the heating
rate of the gas from quenching (for that particular case).

The full description of a gas’ composition involves coupled equations of species densities with
source and sink terms. The evolution of the gas composition (distinguishing also excited species)
depends on the balance between mechanisms which populate and depopulate a particular species
m through reaction rate coefficients kY ~and k9, j with another species g:

dn—m:an (Zkfmni—Zkfn.nm)—Amnm+... . (2.14)
dt g i J ’

The interpretation of this balance equation is to consider all possible sources terms
coming from “cascading” deexcitations ¢ - m mediated by collisions with any species g and com-
pare against all sink terms which bring m — j to a lower state. We also include the decay from
spontaneous emission A™n,, seen in the next paragraph. Eventually, one could also consider
higher order effects such as three-body collisiond’] The number of terms involved can sometimes
be quite large depending on the richness of the discharge medium. When temperatures rise,
many new species are created and can participate in the chemical bloom.

An example of such evolution is given in Flitti and Pancheshnyi [296, figures 2&3] in N3-Oq
with a sustained electric field and in Simek and Bonaventura [852, figures 4-5, 9-10] for a pulsed
1.3 ms train discharge.

The maximal order of deexcitation rate coefficients [150, p.159-160:tables 9.3-4] of N2 and Oq
is around ~ 107!% cm?®/s. Under standard atmospheric conditions, this would give a (minimal)
order for the relaxation time of electronic species of 7 =1/ (ngj kfn jng) ~ 0.4ns. In practice, the
heating rate from deexcitation of electronic states has a steady value around 28% shortly after
the onset of the discharge [759]. It then increases sharply after ~10us to over 50% [296, fig. 7].
Nevertheless, a non-negligible part of that energy can also go into vibrational channels of the
diatomic ground states instead of directly heating the gas. Those are thus overestimates [204,
fig. 9].

*Involving a formation of a ‘dimer’ see p. 432
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Additionally, some metastable excited states (e.g. Ny  A3X? all_[g) can maintain them-
selves for longer periods 852} fig. 4-5 right] due to feeding from higher deexcitations.

Radiative relaxation Relaxation is most of the time systematically assimilated to collisional
processes. Radiative deexcitation plays nonetheless a very important role [150, §9.1], particularly
in atmospheric glows [466, [620]. Excited states m may decay to lower states n by spontaneous
emission given by the Einstein rate coefficient A7}, which also depends on the vibrational levels
v' and v"”. Some high lying, typically optically allowed Rydberg states in nitrogen, have high
emission rates > 108s~! which give lifetimes of a few nanoseconds, much faster than collisional
quenching.

Overall, radiative transfers would also tend to thermalise if the medium could be considered
as a black body. In discharges, this is hardly the case; the plasma channels are usually thin (op-
tically) and radiation either escapes or sows free electrons outside the channel. This mechanism
is of special importance in front of streamers and particularly positive ones.

Chemical Composition Another fundamental aspect to take into account is the air chemical
composition dependence on the temperature. Oxygen molecules beyond 2 2000 K will start
dissociating through inter-molecular collisions (either with No or O2) and become fully dissociated
[52, §2.1.1] around 5000 K, whereas nitrogen will persist mainly in molecular [52, §2.3] form up
to 8000 K and vanish beyond 12000 K. The relaxation time for dissociation of N9 at 10000 K
and 20000 K at ground density is about 150 and 2 ns [954]; whereas oxygen would dissociate in
~ 300,30 and 3 ns at 5000,7000 and 9000 K respectively [417}, figure 1]. We may thus reasonably
expect that the chemical composition of air in a hot ionised channel > 4000K lies close to
the one given by thermal equilibrium conditions, especially since there is additionally a direct
contribution to the dissociation rate from electron-molecule collisions.

In conjunction with temperature effects, quenching rates rise neatly in presence of reactive
species such as O and Os. Their appearance at intermediate temperatures bring a swift change
in the chemical evolution of the streamer during its maturing development stage.

Non-equilibrium All of the present discussion strongly undermines the assumption of ther-
mal equilibrium of excited (vibrational and electronic) species in the description of Boltzmann
statistics. To derive the distribution of states at a certain time during a discharge, a kinetic
model comprising both electron and gas processes would be necessary 203}, 609, 852|. Generally
speaking, the channel in the early stage of a leader at temperatures below 5000 K is far away from
a local thermal equilibrium condition, but this disequilibrium is gradually smeared as chemical
processes operate at faster rates at higher temperatures [311, §3.5.4].

What can be retained from here, is that the state of the gas in discharges may be very distinct
from the ambient conditions. Also, if one wants to model a time segment over which the gaseous
medium could be considered in a thermodynamically steady state (whether in equilibrium or
not), the duration must be inferior to the microsecond. Up to several tens of nanoseconds, we
may assume that the state of the gas is dominated by electron impact processes and fast radiative
emissions.

Whether within this time-frame the heating caused by an electron avalanche is capable of
provoking meaningful local departures from equilibrium in the gas is an open question to be
discussed along the way in this thesis. The critical quantity in this aspect is the peak reached
by the exponentially-growing electron density.
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2.2 Electron Dynamics

2.2.1 Acceleration in Electric Fields

The motion of an electron of elementary charge —e & —1.602 x 1072 C, in uniform and static
electromagnetic (E,B) vacuum is given by its relativistic momentum p change [446, §12.3]:
d
P _((E+vxB). (2.15)
dt
The momentum is relativistically bound to the electron mass m & 9.11 x 10™3'kg and velocity
v as: p = mv~y, through the relativistic (Lorentz) factor . Together with the kinetic energy ¢,
the relativistic linkage |available in [398, §1.2.1] between the quantities’ norms is weaved in the
universal metric set by the speed of light c¢ :

~ € ~ 5 ~ 1 £
vy=1+ o =\/1+ (p/mc) = —\/m =3 (2.16a)

€ =mc*(y-1) =é-mc*, (2.16b)
1

p=mvy =mey/y? -1 = —Ve? +2mc’e =V (€/c)? = (mc)?, (2.16¢)
c

1 cp
_ _ i , - 2.16d
vfe=p 72 me? +¢e € ( )

The rest mass of the electron mc? & 511keV outlines the separation between the relativistic
and classical regimes. Added to the kinetic energy, the total energy is written as & = mc? + €.

A scaled chart is given in figure to help navigate in electron kinetics. We can see that
even when travelling at one tenth of the speed of light around 2.5 keV, relativistic effects are

moderate. Additionally, we anticipate the categorisation of electrons in electrified gases (p.[218)).
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Figure 2.1: Electron kinetics scales. On the upper part we display the qualitative classification
of electrons used in this first part of the thesis, reflected on figure [6.6] On the lower part, we
give the order of magnitude of the propagation speed of various ionisation waves in air.
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The propagation velocities of various plasmic front waves cannot be directly compared with
electrons moving in gases, nonetheless, they give an idea of the energy order of magnitude
required for an electron to travel with the wave.

The fundamental equation for conservation of energy is obtained by projecting on the

momentum p and switching to v with (2.16c]).

dp _1d(p-p) _ (me)®dy’ 2 dy
. = — = = . 2:17
at 2 at 2 ar Mg (2.17)
Together with the right side of (2.15) and replacing p = m~yv, the energy progression rate

reads:

chi—Z =—¢cE-v. (2.18)

Taking « as the angle between the electric and magnetic fields (see frames on [2.282.3)), the

motion of the electron is critically determined by the ratio of the perpendicular electric field to

the magnetic field:
_ExB F A

Ba = 57 " oB sinafByq , (2.19)

which defines a dimensionless drift velocity Bq = vq/c with respect to the speed of light.

If the magnetic field is weak so that 54 > 1, the
electron is merely deviated but not trapped. Then,
the motion can be described in spherical coordinates as
represented in figure 2.2l The z-axis is aligned with
the electric field E = EZ, the y-axis y || Ex B is
perpendicular to both electric and magnetic fields, so
that the z-axis collects the residual magnetic compo-
nent B = B(cosaz + sinax). Then, the electron is fully
located with p = cosy from the polar angle y and the

azimuthal angle ¢ in the (x,y) plane. The vectorial
equation (2.15) translates into [40, eq. (5)]:

X

y % =—-eEu (2.20a)
d/,L 2 ~

Figure 2.2: Reference frame chosen to T —eE(1-p*)/p-eB-(2xVv)/p (2.20b)
describe the motion of an electron in eB
a uniform electromagnetic field (E, B) =—eE(1-p?)/p+—sinay/1 - p2sin¢
when B is absent or weak (¢B « E). do B m
The electric field E || z and the drift — =——((XxxvVv)sing - (§ xv)coso)
velocity By | ¥ (@19). Thus, theresid- | ¢ py/1-4?
ual magnetic field perpendicular to E _ eB (cosa—sina P s é) (2.20¢)
is oriented along B, || %. mry V1-u2 ’ )

after having projected along the electron’s direction , along the electric field and
at last : perpendicularly to both (-sin¢X + cos¢y). The differential equation in p has
two singularity points p = +1 when v || Z. The first derivative becomes zero but not the second.
This only results from the behaviour of the cosine projection. Those singularities disappear in
the fully angular description of the motion.
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As expected, one can better see that:

e The momentum gained by the electron depends exclusively on its direction p with respect

to the electric field.

e The magnetic field, when not parallel to the electric field, plays a distracting role, deviating
the electron from its otherwise uniform electric acceleration.

Ax

V,u,:::*"“'

L -

y :EL

Figure 2.3: Reference frame in a
uniform electromagnetic field (E, B)
when B is strong (¢B > E). The mag-
netic field B || z and the drift veloc-
ity Ba || ¥ . Thus, the resid-
ual electric pulling force on an electron
perpendicular to B is oriented along
-eE, || x.

The trajectory of the electron is qualitatively dif-
ferent when (3 < 1; it traces cycloids at the (Larmor)
gyration frequency 2 = —eB/m. In this regime, the
most suitable reference frame would adopt cartesian co-
ordinates as represented in figure with B || Z2 and
Ba || ¥, which conveniently aligns the perpendicular elec-
tric force —eE, || X for the negatively charged electrons.

dvyy

el eE /m+Qv, (2.21a)
dvyy
v C Ly, 2.21b
gy v (2.21D)
dv,
_dtV - _¢E, . (2.21c)

The sign of the gyration frequency €2 orientates the
rotation as (counter-)clockwise for (negative) positive
charges in the zy plane. The physical meaning borne
by vq = ¢fq, is a drift velocity along ¥, which can be no-
ticed after having replaced v, (t) = v, (t) + vq in (2.214)).
In the non-relativistic case as treated for instance in
Bittencourt |73, §5.1 eq.-5.14], the motion can be an-
alytically solved and comprises a uniform acceleration
—-eE - B/B to which a cycloid is superposed.

For relativistic particles, no analytical solution has been given yet for arbitrary field orien-
tations. Nonetheless, some useful relations as given in Parks [736, eq. 2.50] can be obtained
between the velocities, Lorentz factor and the particle displacement Ar by integrating ([2.21al)

and (Z-I8).

E
VY = LA+ QAY + vz070 , (2.22a)
m
vyy = —QAzZ +vy070 , (2.22b)
-eF
vy = —UAGE (2.22¢)
—eE - Ar —e
vy = st =—5(EAr+EAz)+7 . (2.22d)
me me
Those four equations can be combined to give a constraint on the trajectory :
2 E, 2 2, ek, 2
(eE Az +eEAz)* —1=(—=At+ QAY + vz070)" + (-QAZ + vyo7y0) (——Al) (2.23)
m m
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For E || B, the acceleration is uniform and reaches asymptotically the speed of light while the
effective gyration frequency /7 in the horizontal plane decreases. The Larmor radius 7. = v, v/
is a constant of motion due to the conservation of the perpendicular momentum [213] eq. 16].

In the other E I B special case, the cycloid motion breaks down into a slow arc [909, eq. 23|
at Bq =1 or a straight line [909, eq. 21| for S4 > 1 given by Ay = Ax/ ﬂd2 - 1.

In the general case, the motion can be computed numerically and an analytical determina-
tion of the asymptotic velocity was obtained recently [688]. As the particle accelerates in the
parallel direction, the cycloid motion slows and shrinks gradually. The drift now comprises also
a component along X || —eE, even when 4 < 1 [688, §A].

In relation to our interest in runaway electrons, except when E 1 B with E < ¢B, all config-
urations are capable in principle of thermal runaway acceleration. This poses a great challenge
on plasma magnetic confinement [93| in fusion reactors [94]. Thermal runaway in that context
constitutes a threat to the equipment and must be mitigated with an adequate non-uniform
configuration of the magnetic field [92].

For the sake of simplicity, we presented results in uniformly static fields. The trajectory in
non-uniform and variable fields can be obtained by joining together segments on smaller scales
where local homogeneity and stability is assumed. To illustrate the relation between temporal
and energy scales, we simulated how much time would be required to accelerate an electron of
negligible energy up to 1 MeV for different magnetic inclinations as a function of the electric
field. The magnetic field was set to 1 mT, corresponding approximately to the field generated
by a current of 1kA at 5cm from an infinite straight wire. Such order of magnitude should be
easily produced from currents in electric discharges.

Under low electric fields where vq4 < ¢, the acceleration time needed to reach an energy ¢ is
nothing more than the time for a uniform acceleration of the electric field E, along B :

Ve? +2eme? . (2.24)

At(0—>e) ~

ce 1]

For static initial conditions, the periodic kinetic energy gain variation due to the cycloid
motion in the zy plane can be derived from the Larmor radius at the cycloid apex when v, = 2v4.
Using the effective gyration frequency one has :

2E,my  2Esinamy
eB2 e B2 '

This implies a kinetic energy variation of r.eF, = vagﬁ. Since at the apex:

Ty =2vq < 10 = (2.25)

y=1\/1-(F+v)/e2,

we can infer that as vq approaches ¢, this variation is non-negligible compared to the gain from
E, and increases with sin? . The contribution to the acceleration in the zy plane is observed
in figure [2.4] as wobbles that intensify with F, = E'sina.

As predicted, a change of behaviour takes place at Esina = ¢B where the motion of the
electron is virtually unaffected by the presence and orientation of the magnetic field. Differences
in time lapses that could span an order of magnitude before, are rapidly erased at higher electric
fields.

For our application of thermal runaway in gases, the effect of magnetic deviation is mitigated
by the frequent electron collisions with molecules. Additionally, the electric field necessary for
thermal runaway must greatly surpass the breakdown threshold at 3 MV/m in standard air,
which at any rate is far beyond the region where typical magnetic fields possess influence.
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Figure 2.4: Time lapses required for an electron to be accelerated up to 1 MeV in uniform and
static electromagnetic fields oriented relatively by an angle «.

Nevertheless, this threshold decreases exponentially with altitude at a characteristic height of
7 km. In the thesis by Lehtinen [577], it is shown that electron runaway beams at high altitudes
above about 35 km start following geomagnetic lines instead of proceeding along the electric field
[576, §4.2]. Runaway avalanching can be impeded above 40 km in the magnetic equator regions
[366, 576] where the geomagnetic field is nearly perpendicular to the vertical electric fields above
thunderclouds. Similarly, if one considers the possibility of thermal runaway at higher altitudes
in relation to sprites for instance, the magnetic field could potentially interfere |366|.

In the next section, we will see how the very simplistic trajectory of electrons in uniform
fields in vacuum changes completely in the presence of a filling gas.

2.2.2 Collisions with Gas Molecules

In the presence of a gas, the electron’s flight described above is repeatedly interrupted by collisions
with the constituent molecules. For neutral molecules, the interaction potential is localised in a
few Bohr atomic radii and the spatio-temporal scales of flight and collisions are well separated.
An electron around 1 meV flies at 18 km/s which makes a collision in a potential of nanometric
range last for only 1 nm / 18 km/s ~ 0.05 ps, a negligible amount compared to the corresponding
200 ps of mean flight time in standard air.

Collisions in a neutral gas of uniform density Ngas can thus be modelled as independent
instantaneous stochastic processes following a Poisson distribution at the collision frequency v :

v(e") = Ngasv'o(€') . (2.26)

The cross-section o reflects the probability that a particle randomly located over a unit area
interact with a target of area o. It has a strong dependence on the kinetic energy &’ of the
collision. Rigorously, the velocity v’ should be taken as the relative speed between the colliding
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Figure 2.5: A fanciful representation of an electron’s collisional peripeteia in air. The grey shaded
circular area represent the collision cross section with atoms and molecules which are statistically
averaged over the molecular orientation (or more rigorously over their rotational state). The cross
section o is obtained from the integral of the differential cross section do/d§2 which stochastically
characterises the scattering distribution of the electron by the gas. Together, the gas density
Ngas and cross section ¢ help to define the mean free path X of the electron, or equivalently its
mean flight time 7 according to its velocity v. The polar angle x is defined between the electric
field E and the electron velocity v.

particles (which is why we include the prime). Nevertheless, the mass ratio and the thermal
disequilibrium of electrons impinging on molecules allow us to neglect the speed of the gas so
that one can take ¢’ = ¢ and v/ =v. A quantitative justification is given further below.

The mean time between collisions 7, or mean flight time, is defined as the inverse of the
collision frequency : 7(g) = 1/v(e). A representation of an electron colliding on molecules in
standard air is illustrated in 2.5

The number K of collisions incurred by an electron during an interval At is a Poisson variable
of mean value vAt, following a probability distribution :

Ab)F
P(K =k,At) = %e-vm . (2.27)
The distribution of time intervals between successive collisions is the time for which no

collision occurred (K =0), and follows a negative exponential :
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P(At) = P(K =0,At) =e VAL, (2.28)

In the presence of an electric field, the collision frequency changes as the electrons are ac-
celerated. Then, the average number of collisions vAt in should be replaced by the
integral [OAt NgasV' (t)o (' (t)) dt.

The total collision cross-section ¢ in a gas of g constituents with abundance ratios x4 is the
weighted sum of all individual collision types :

o= 2404 with Y zg=1. (2.29)
g c g

An electron in/elastically colliding with a molecule or an atom will alter/preserve its initial
internal state. Collision types c are classified according to the final state of target molecule:

—Non-radiative(og)

o Elastic (o) {

—Bremsstrahlung(op, )
Rotational(o
—Impact Excitation (cexc) ) . (910t)
. Vibrational(op )
) —Superelastic (osup) .
o Inelastic (%) Electronic(ogy )

—Impact Ionisation (o)
—Attachment (oatt)

Elastic collisions conserve the total kinetic energy of the colliding (and outgoing) particles.
It may seem unusual to classify Bremsstrahlung as elastic. There are three good reasons for this
choice. First, as a massless particle, a photon’s energy is only kinetic. Second, from a purely
conceptual point of view, all elastic collisions should actually be viewed as Bremsstrahlung
because any deviation suffered by a charged particle must be accompanied by the emission of
an electromagnetic wave [822]. Notwithstanding, the latter’s wavelength might be so large that
the energy lost through radiation is negligible compared to the electron kinetic energy. In this
case, the collision is considered as non-radiative. Third, the cross-section of radiative processes is
much lower than that of non-radiative ones, so including them both under elastic collisions will
not significantly affect the total elastic cross-section. For this reason, in the rest of this thesis,
“elastic collisions” will implicitly refer to the non-radiative type.

Inelastic collisions imply a change on the target state before and after the event. This
change may either result in a (de-)excitation (from) to a higher target energy-state, or in the
creation/annihilation of an ion. Excitations of atoms can only involve electronic orbitals, whereas
molecules additionally possess rotational and vibrational levels, and any combination of all three
kinds. Impact de-excitations transfer energy from an initially excited state to the free electron.
From this perspective, they are known as superelastic collisions.

Ionisations are accompanied by the release of a secondary electron from the target’s elec-
tronic shell. Conversely, the attachment implies that the originally free electron settles around
a neutral target with an elevated electronic affinity such as oxygen. The inverse process of im-
pact ionisation, whereby an electron neutralises of a positive ion upon encounter, is known as
recombination and will not be considered here.
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Electron Scattering

At the outcome of any collision except attachment, the electron veers suddenly. This devi-
ation is commonly referred to as scattering, underlining the dispersion particles experience as
they traverse a medium of unstructured matter such as gases. The outgoing direction follows
a stochastic distribution given by the (angular) differential cross section do/d2(6,¢) into the
element of solid angle d©2 around the orientation determined by polar (#) and azimuthal (p)
angles. An illustration is given in the upper left corner of

For collisions involving emission of a secondary particle such as an electron or a photon,
the differential cross section can comprise additional degrees of freedom on the energy e of the
secondary particle and its direction of emission {2o. This leads to the notion of doubly and triply
differential cross sections. The cross section o used to determine the collision frequency
is obtained from the differential cross section through the integral:

e 0d0ded
2.30
f f f dQQdEQ Ay de, S paez. (2.30)

=dQs

Electron scattering constitutes a whole topic on its own and will be covered in the second
part of this thesis starting from page In the rest of this chapter we shall assume that the
outcome for all degrees of freedom in a collision are given. Practical sampling techniques are
exposed in the next chapter, section [3.2.3] Below, we characterise for each collision type how
incoming and outgoing electron velocities relate to initial and final target states.

Elastic Collisions

The momenta of an electron p and a non-relativistic molecule P before (p-,P_) and after
(p+,P+) an idealised non-radiative elastic collision are bound by the conservation laws of to-
tal energy £ and momentum II. For a schematic representation, please refer to figure in

appendix [A] on page 227]

MD=p+P=myv+MV, (2.31)
£ =mc*\/1+ (p/mc)? + Mc*\/1+ (P/Mc)? . (2.32)

We introduced the mass M and velocity V of the molecule. Collision kinematics are reviewed
in the appendix[A]and are conveniently treated in the relative frame of the centre of masq’|drifting
at a speed V = 2II/E.

In a properly elastic collision, the electron’s kinetic energy &’ in the centre-of-mass frame is
conserved : = ¢’.. Lorentz transformations between the fixed and relative frames forth and
back help to estabhsh the electron momentum p. and kinetic energy €. after the collision :

e V v (mc?)? 2
5+:W 1+COSG+E\J 1_(1_(ECOSG+)2)W -mc, (233)
__ e cos 6 Z+ 1—(1—(20089 )2)(mc2)2 (2.34)
p+ - 1 _ (%COSHJr)Q + c c + (6,)2 .

*In this chapter, all quantities noted with a prime 7 are defined in the relative (centre of mass) frame
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Figure 2.6: Relative energy loss for an electron initially at e = 1 eV colliding elastically in

a hot No gas at 10000K. The curves were obtained by first integrating over the Maxwellian
distribution of molecular velocity norms. Then the loss must also be averaged over the cone for

which 6 is fixed (cf. appendix [A] fig. .

The quantity e’ is equal to the relative total energy e’ +mc? obtained with a forward Lorentz
transform from the fixed frame :

= +mc*-V-p_, (2.35)

=e_+mc* - cos 9_2\/52 +2mc2e_ . (2.36)
C

The angles 0, are formed by the electron momenta after and before the collision with respect
to the total momentum IT : cosf, = p.-II. Due to the axial symmetry of the scattering problem,
for each pair 0,,0_, there is a continuum of deflection angles 6 seen on figure presented in
the appendix [A]

In a gas at equilibrium, the molecules’ velocities V' follow an isotropic distribution given by
the Maxwell statistics reviewed in appendix[B.I] As a result, we shall be interested in the average
outcome of an elastic collision in a gas at a given temperature 7. When the gas temperatures
are low and the electron energies are high, the majority of the momentum is carried by the
electron which implies that - ¥ 0 = 6 = #,. We show in figure [2.6] the relative energy loss
1—-¢e,/e_ as a function of f_ for an electron scattering off nitrogen at a temperature of 10000 K.
Different values of 8_ are obtained by varying the relative orientation of the molecule’s velocity
with respect to the electron’s initial direction.

As expected, the maximum exchange of momentum occurs at opposite scattering 6 = 180°.
Then, trends change at 6 = 90°. In forward scattering € < 90°, the zone sinf_ > sin (flat zone)
is characterised by a lessened average loss of energy because cos 6, spreads both over negative
and positive values (beyond and beneath 7/2). To the contrary, in backscattering mode 6 > 90°,
losses of energy are reduced in the sinf_ < sin # zone. This is because 0, avoids the region around
6* = 180° where momentum exchange is heavier.




56 CHAPTER 2. PHYSICAL MODELS

When the usual approximations are applied (V % 0, v # 1 and m <« M), noting that V =
muv/M, the equation (2.33]) reduces to the simpler forms :

V=0 M : '
R U s 1L C VARG U E) B

m< M= NE_ (1—2%(1—00894,)) . (2.38)

The first equation is equivalent to a non-relativistic treatment of a collision with
a stationary target as given for instance in [589, eq. 3.2.18]. The second equation is
obtained when m « M is additionally assumed. This latter form corresponds actually
to the previous form when the angle 6, is replaced by 6’ in the relative centre of mass
frame. Nonetheless, as seen from , m < M = Vé'[c?p' ~ m/M which makes the difference
6 — 0" imperceptible from . This is why is the most widespread formula for electron
energy losses due to elastic collisions |88} 677, (953], p.2174, eq.12, §44:eq.43, |.

The role of gas temperature can be understood by comparing figures 2.7a] and 2.7D] It
increases the quantity of kinetic energy possibly exchanged in elastic collisions. Also, it reinforces
the symmetry of energy losses and gains which depend on the electron initial energy. For nitrogen
molecules the mass ratio m/M $ 2 x 107°. In thermal equilibrium at 300K, the speed of bulk
electrons would be ~ 225 times the one of molecules and the maximal energy loss in frontal or
parallel collisions wouldn’t exceed 0.5% as seen on figure

A comparison of the exact and approximate treatments of elastic collisions can be made when
averaging losses over the velocity distribution in the gas. This would correspond to averaging
over f_ in figures or 2.7al The result is given in figure for a deck of gas temperatures
attainable in spark discharges. One can see that the most limitative approximation is to assume
V=0in since even at ambient temperatures a deformation is observed compared to the
basic formula (2.38)) corresponding to the curve at 0 K. The overall temperature effect is to reduce
(increase) energy losses below (beyond) 90°of scattering. For low-energy electrons, elastic energy
losses in hotter gases is gradually reduced until energy can be gained from forward scattering
when the average gas energy is higher than the electron energy.

On the other hand, temperature effects become increasingly negligible for higher-energy elec-
trons, as expected. There, the least applicable approximation is the non-relativistic assumption.
Figure shows that recoil losses from fast electrons become very important and can even
surpass inelastic losses in a single impact excitation. For instance, a MeV electron scattered
beyond 60° can transfer 100eV to a molecule. Nonetheless, such an event is highly improbable
and would most likely be accompanied by bremsstrahlung emission of an energetic photon for
which scattering is more important. |716), §IV]

Radiative losses In the radiative case, the total momentum after the interaction is shared
between three bodies: the electron, the emitted photon and an atomic nucleus via the reception
of a so-called virtual photon. This latter photon acts as an intermediary for momentum exchange
between the electron and the nucleus. Its “virtual” character denotes the fact that it cannot be
spotted but operates behind the scenes.

As a massless particle, a photon’s energy e, and momentum e, are directly proportional :

€y = hw = chk = cp,, (2.39)

and linked respectively to the angular frequency w and the wave-number k. After replacing
those values into the equation (A.30|) for ternary collisions, the kinetic energy of an electron
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(b) Relative energy loss for an electron initially at e_ = 1, 100 and 1000 eV colliding elastically in Ny gas
at 6000 K and as a function of the scattering angle 6 at various incident angles 6_.

Figure 2.7: The effect of higher temperatures is to broaden and symmetrise the gains in frontal
(0- = 180°) collisions to the losses in rear (6_ = 0deg) collisions. The curves were obtained by first
integrating over the Maxwellian distribution of molecular velocity norms. Then the loss must
also be averaged over the cone for which @ is fixed at a determined 6_ (cf. appendix [A|fig. [A.2).
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(b) Relative energy loss for a set of electron energies from - =100keV to 10 MeV. Relativistic effects
start to be meaningful above 100 keV, at the same threshold where temperature effects are negligible.
Below 10 keV, the approximation ([2.38)) is indistinguishable from the accurate formula (2.33|) at 0 K.

Figure 2.8: Relative kinetic energy losses in elastic scattering averaged over any molecular ori-
entation and speed distribution set by the temperature. Temperature effects dominate at low
energies, they are gradually compacted until only relativistic effects become appreciable. The
virtual zero K temperature is however somewhat different in shape than all other temperatures.
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after radiating a bremsstrahlung photon is given by (12.33) with e’ this time interpreted as:
¢ = /i + (BT VE 2, (2.40)

The relative electron momentum in the centre of mass reference frame is given by:

- 56\/(2hw’m02 cos0’)2 + ((56)2 — (M + m)2c4)((c§(’))2 — (M -m)2ct) — hw' cos 0" ((€))% — (M? - m?)c*)

U

" 20((5(’,)2 - (hw’ cos 67)2) (2.41)
The tilde notation affects quantities that are modified by the photon :
M =/(Mc)? + (hw)? (2.42)
€6 = &~ hw =\/€2 = (IT)2 - huw, (2.43)
0 (0l 1) (2.44)

We recall that & corresponds to the rest energy of the electron-molecule system. In practice,
the energy losses due to recoil in Bremsstrahlung are negligible compared to the energy of the
emitted photon. Only super-relativistic electrons > 50 MeV with deflections above 60° can present
an additional loss over 1% of the photon energy [716]. This picture might be very different for
electron-electron bremsstrahlung which however is of minor importance.

Overall, effective radiation events apply only to relativistic electrons > MeV, are rare, when
they occur, photons of smaller energies are most often emitted, preferentially in the forward
direction; so that one can ignore the deflection suffered by the electron let alone its energy lost
by recoil. Thus, the energy of the electron after a radiative collision is simply:

erze-—hw. (2.45)

Excitation

A collision with (de-)excitation of the target molecule involves a loss (gain) of energy AE on
account of the electron. The kinetic energy after such collision is given rigorously by taking:

oo (EH%+ (mc?)? = (M2 + AE)? Mc2(1+£

28 & 2M 2

and inserting it in (2.33). However in practice, the energy losses due to scattering in inelastic

collisions is indisputably negligible compared to excitation thresholds except for lowest rotational
levels which lie around 0.2 meV for most diatomic molecules. One can thus set :

er2e_—AE. (2.47)

—e_ +mc® -V -p_-AE ), (2.46)

The residual loss of energy e_ — (e, + AE) that we qualify as “inelastic scattering” is non-zero
at 0 = 0° due to the necessity of momentum conservation. For this reason, even if marginal, it is
nonetheless overall greater than elastic losses. This can be seen on figure 2.9 which compares the
energy losses due to inelastic scattering relative to elastic ones: Inelastic(e_—e,-AE)/Elastic(e_-
e4), for an illustrative excitation of 5 eV at ambient temperature.

Of greater interest is the effect of temperature on inelastic collisions. Usually, at low tem-
peratures, the excited states of the gas described earlier in section 2.1.2] are scarcely populated
compared to the ground state. One can then assume that electron energy losses predominate.
However, when the temperatures rise, the contribution of superelastic collisions from excited
states for low-energy electrons are expected not to be negligible and ought to be taken into
account. As a consequence, the average energy loss in collisions should decrease for electrons
whose energies are close to the average energy of the gas.
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Figure 2.9: Relative inelastic over elastic scattering energy loss : Inelastic(e. — &, —
A€)/Elastic(e- — ), for AE =5 eV at 300K. The curves gradually increase in initial en-
ergy e~ = 7, 10, 15, 30, 100, 1000, 10000 eV.

Rotational Excitations We test this hypothesis on the rotational excitation levels of No
defined earlier by . During a collision at an energy € and deflected by an angle 6, if we know
the excitation probability P(J; - Jr;€,0) from an initial state J = J; to a final state at J = Jy,
we may determine the average energy lost A&.ot(g,0) in rotational excitations:

Agrot(gae) _ Z B(Jf(Jf + 1) _ Jz(Jz + 1))P(Jz N Jf;&,e) (QJZ + 1)6Xp(_BJz(Jz + 1)/kBTr0t)’
Ji,Jf Z(Trot)
(2.48)

The fraction on the right hand side of represents the population ratio of rotationally
excited molecules at J = J; at a temperature of Tyot. The partition function Z(Ty.t) is a nor-
malising constant defined in appendix It is equal to the denominator in . As explained
at the beginning of this chapter in section [2.1.2] the rotational constant B gives the energy
associated with the state J: BJ(J +1).

The details of how to obtain all the transition probabilities P(J; - J¢) are presented in the
second part section [I1.2] For simplicity and elegance, we use the spectator model presented in
the second part section on page Unfortunately, this model is not valid at low energies
around ~ eV as well observed on figure [I1.15] Conversely, the first Born approximation applied
to a linear rigid rotor as defined in section [[1.2.1] gives transitions AJ = +2 which are valid
only at sub-eV energies. In order to preserve a consistent way of representing rotational losses,
we normalised the set of transition probabilities in with more accurately computed cross
sections (s |digitised from 546, figure 7a|, and used the angular distribution of the spectator
model, notwithstanding its inaccuracy. The combination is expressed by .

The resulting average loss in Ng can be observed in figure for 0.5eV to 2€V electrons
at various gas (rotational) temperatures. Contrary to elastic scattering, the average energy
exchanged in rotational excitations is either a loss or a gain over all angles of scattering. The
transition between both regimes can be easily determined from the principle of equipartition of
energy [547, §9.2, p.241]. An electron will be considered rotationally subthermal if its energy
€< 2% is less than the energy stored in the rotational degrees of freedom (~ 2) of the gas.
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Figure 2.10: Average kinetic energy loss A&, in a low-energy electron-Ng vibrationally elastic
collision at various gas temperatures, calculated with (2.48)) in the spectator model ([11.35)). The
average includes rotationally elastic J; = J; collisions.

For an electron of € = 1eV, this transition happens at Tt ~ 12000K, as can be seen by the
straight line on the middle graph of figure[2.10} As expected from the magnitude of the rotational
constant B, the absolute average losses per collision lie in the ~ meV range.

At higher energies, an interesting phenomenon known as a “rotational rainbow” [535] unlocks
larger transitions AJ 2 6 during a backscattering event. The 3D projection on figure [2.11] shows
the average energy loss for each transition AJ incurred by electrons of higher energies according
to the angle they scattered off molecular nitrogen. One can see that the peak loss moves toward
larger AJ as a result of a higher probability as the energy and angle increase. Note that the
effect of temperature enables a larger energy exchange for a fixed AJ as can be seen from
(J+AN(J+AT+1)=J(J+1)=AJ(2(J + AJ) +1) when higher J states are populated.

Overall, elastic losses approximated by which scale relative to the initial energy e_, can
be compared to purely rotational losses from , which vary less in magnitude, as a function
of e_ and 0 as shown on figure 2.12) The graph can be decomposed into zones where electrons
gain or lose energy on average in collisions. The crest at low-energies coincides with the 2Hg
resonance [820, §III.A.5, p.548| in electron-nitrogen rotational excitation located around 2.4 eV
[105]. Rotational gain/losses dominate at low energies and become gradually negligible compared
to pure scattering losses at higher energies. Also, although both (elastic and rotational) losses are
null at § = 0°, their slopes can be quite different. In the spectator model , the probability
of rotational excitations in forward scattering is much smaller than elastic scattering.

In homonuclear diatomic molecules (or molecules without a permanent dipole), rotational
excitations take place as a result of quadrupole interaction. Ridenti et al. [774] showed that
very good agreement with experimental swarm parameters at low electric fields can be obtained
with isotropic quadrupole DCS calculated in the first Born approximation (see section
eq.|11.21b)). The situation is radically different when the molecule is polar, (i.e. has a permanent
dipole) as NO, CO, water, etc. In this case, the rotational cross sections are much larger in
magnitude and present a prominent shape in the forward direction. The effect of anisotropic
scattering from dipole-induced rotational excitations in CO was shown by Vialetto et al. [961]
to be important at low electric fields.
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Figure 2.11: Rotational rainbows from the spectator model (11.35) in intermediate energy
electron-Ny collisions for various AJ transitions at a gas temperature of 1000 K. Large scat-
tering angles and higher energies promote greater exchanges of energy in a single collision.
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Figure 2.12: Ratio of average rotational losses A&t , over approximate losses ([2.38]) in
elastic scattering. Rotational excitations dominate at low-energies < 10eV and large angles > 90°.

The backscattering peak at 2.4 eV is reminiscent of the rotational resonance for Ns.
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Vibrational Excitations The vibrational threshold for nitrogen lies close to ~ 0.29eV but is
about two-thirds lower for oxygen at ~ 0.195eV. The dominant mode of excitation is through
2Hg resonance scattering in the region between 1—4 eV for Ny and 0.2—1 eV for Os. If we adapt
the energy loss in to a vibrationally populated gas at Ty;, we get:

exp(=&;/ksTyin)
Z (Tvib) .

Aé::Vib(ga 0) = Z ASU’P(’UI = Uf; 0, 6) (249)

ViU

We use the shorthand notation A&, = hAwyin(vy —v;) and & = Awyip (v + %) The advantage
when handling a set of vibrational excitations is that, when v; is not too high (< 10), the energy
loss among excitations for a fixed Av differs only by a few percent. This means that instead
of having to specify collisions as v; — vy, we can regroup the energy losses due to collisions
corresponding to a certain Awv.

Nonetheless, unlike for rotational transitions, there exists not any straightforward way to
compute P(v; - vy). Instead, one can use a fundamental relation in scattering known as detailed
balancing to associate a transition v; — v; to its reciprocal v; < vy. In case of vibrational
excitations, it is given by:

Coevy () = %aww (e + A&,) (2.50)

Then, the balance between losses and gains in vibrational excitations reads:

eXp(—gi/k?BTvib)

A&in(e,0) = Y AESP(v; > vy,0,¢)

Vi<vf Z(TVIb)
¥ A v v
y 1_5+Aé’va](5+ S)exp(_ A€ ) . (251)
g O'ij(€) kBTvib

Gain from superelastic vibrational collisions is promoted when ¢ < kgTyi, and kgTyi, > A&,
but also if 0;;(e + AEy) > o4(e). This latter case occurs at the foot of a resonance region
distanced by A&, from the first peak. When the temperatures are high enough to populate
the first vibrational level (Ty;p 2 3400K in Ng ;2300K in O3), one can expect under-resonant
electrons to get an overall energy boost from superelastic collisions.

The peculiarity about resonant scattering is that its angular distribution shape is fairly
independent of the energy and the vibrational transition, and adopts the symmetry set by the
decaying negative-ion temporarily formed (see fig. [11.23)). This is why we can assume as a first
approximation that the pattern of the energy transferred in resonant collisions is independent of
the scattering angle, so that the vibrational loss analysis is only displayed as a function of energy
unlike in rotational and elastic scattering.

We use the set of vibrational cross sections computed by Laporta et al. [552, |554] to test
this hypothesis. They are the most recent available set in good agreement with experimental
data. Using formula in the range 0—15eV at various temperatures, the average losses are
displayed on figure for No and Os.

The resonant nature of vibrational scattering is very prominent through the spikes in the
energy losses between 0 and 4 eV. The electronic structure of a diatomic molecule can lead to
significant differences as seen between O and Ny. The strong electron-Os affinity intuitively
explains the sharp spikes at low energies. Increasing the vibrational temperature activates su-
perelastic collisions from vibrationally excited states. As a result, the resonant structure is
attenuated because resonant peaks in cross sections with vibrationally excited states are shifted
to different positions, and therefore they compensate each other when averaged.
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Figure 2.13: Vibrational losses of electrons in No and O4 at various temperatures.

Furthermore, increasing the vibrational temperature of No enhances the contrast between
regions of average gain and losses which are shifted toward higher energies. The trend is more
complex in Og. The difference around 10eV in Og (which has a broad bump) and Ng (which is
flat) is due to the omission of core-excited resonances in the cross section set of No [554]. For
more information about resonant scattering, readers may consult section of part II.

Electronic Excitations: Compared to the relative coherence of rotational and vibrational
excitations, the realm of collisions with electronic excitations is unruly. We convey this in the
tabbing below:

Excitations Rotational Vibrational Electronic
Coherent law for transition probabilities | v* (eq. [11.24]) X X
Coherent law for excitation thresholds v (eq.[2.9) Vv (eq.[2.11) x(tab. 11.11))

Thus, there is no straightforward way to compute a set of electronic excitation energy levels
nor to derive the transition probabilities from states A — B from the ground excitations X - A
and X — B. The electronic excitation energy thresholds for diatomic molecules and atoms are
gathered in separate tables [11.6)11.7J11.8fTT.911.1011.11| in chapter [L1] of part II.

In any case, as explained at the beginning of this subsection, electronic states would require
unrealistic temperatures to present decent populations of excited levels. Nonetheless, how tem-
peratures may significantly affect the energy loss rate is through the change in the gas’ chemical
composition. Molecule dissociation can occur through various processes: direct dissociation,
dissociative attachment, and predissociation from various super-excited vibrational or electronic
states [834] p.4&67]. The dependence of the average energy loss on the temperature through
chemical composition of a gas is shown in a later chapter 5| in figure [5.11]
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Tonisation

The characteristics of an ionising collision present their own complexity due to the many sub-
processes involved. Most often, the term “ionisation” is implicitly associated to the simplest case
of non-dissociative, non-exciting, single ionisation event where part of the impacting electron’s
energy is yielded to knock away one shell electron from the molecule with an ionisation threshold
at A&on. In reality, ionisations regroup a class of large energy loss events that can also leave the
ionised molecule in a dissociated and/or excited state. In the extreme but not inexistent situation
where two shell electrons are ejected, known as a double ionisation, the energy redistribution
among the scattered particles is difficult to describe theoretically and experimental data is absent.

Notwithstanding, if the ejection angles of the fragments are known, just as in the elastic
radiative collision, one can derive rigorously the outgoing electron’s energy and momentum with
. From the ternary collisions covered in the appendix we label the secondary electron’s
energy-momentum in the centre of mass frame as (g5, p5) :

= |G epme cos )2+ ((€)2 = (W + m)2e) (€)= (N = m)?er)
1/2¢
(E5)% - (ephycosd)?

— cpheos@'((£)? = (M* - m?)c*)]

The cusp notation relates quantities affected by the secondary ejected electron :

Ey= & - (mc* +€h), (2.52)
M =\/(Mc2 + A&ion)? + (cph)? | (2.53)
0'2(p}, p3) - (2.54)

Again, like for bremsstrahlung, the recoil losses for non ultra-relativistic electrons are negli-
gible and one can be content with merely subtracting the kinetic energy of the secondary g9 and
the ionisation threshold A&, :

EyXE_—E9— Agion . (2.55)

The threshold A&, and secondary energies €2 may be sampled from partial and differential
ionisation cross sections given by the RBEQ* model presented in section
Sampling techniques in Monte Carlo simulations are explained in sections and [3:2.3]

Rarely, the angular scattering distributions 61, 05 of the ejected electrons is known. Although
measurements of doubly differential cross sections are gradually more resolved and accurate, there
is still a vacuum in the literature about accurate and comprehensive databases of those angular
distributions. Some information is disclosed in the second part on page

Presently, Monte Carlo simulations recur to rudimentary approximations that lead to a de-
terministic scattering in ionisation events from the binary encounter model (see . In this
model, it is assumed that the electron collides only with a bound electron and thus no recoil
is communicated to the molecule. Although energy losses due to recoil are indeed negligible,
it is physically rather crude to account for the ionisation threshold A&, without taking into
consideration the recoil momentum P; of the ion. In other words, the momentum after an ioni-
sation event must be shared between both electrons and the ion in order to amount to the total
momentum II:

0=p,siné, + pasinby + Psinb; , (2.56)

II=p, +p2+P;=>
P+ P2 ' {H:p+cose++p2c0892+Picosc91.
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The secondary electron is then ejected at an angle 65 determined by :

(T1 - P,cos ;)% — p2 + p2 — Pisin6;( P sin6; + 2p, sin6,)

2.57
2(I1 - P, cos 6;)p2 ( )

cos by =

From this point, we can derive four levels of approximations:

a) We may assume that the ion suffers little deviation from the direction IT of the total
momentum, implying that cos; = 1.

(Il - P,)* - p? + p}

2(IT - R)p2 (2:58)

cos By =

The value of P, can be fixed from the most stringent requirement that when ps = 0 the
momentum conservation relies only on P; and p; which are both aligned along II:

P=Tl-p, < (II-P) =\/(E = Aion)? + 2mc2(E — Aion) . (2.59)

The energy & is the total energy of the collision which, in addition to €_, may include the
kinetic energies of the initially bound electron U and of the molecule.

b) If we assume that the bound electron is initially at rest in its orbital U ~ 0, then the total
momentum and energy are only carried by the incident electron before the collision: Il = p_

and £ = e_. Using the energy conservation (2.55) and replacing in (2.59) and ([2.58) we

obtain the relativistic £_ > me? and near threshold e_ ~ A&iopn expressions:

e ((e- = A&ion) +2mc?)
6. = 2.60
o8 \ (e- = A&ion) (g4 +2mc?) (2:60)
e2((e- = Aion) + 2mc?)
0, = 2.61
cosv2 \ (62 = A&ion) (g2 + 2mc?) (2:61)

¢) At high incident energies - > A&, we may neglect the energy loss of the primary due
to the ionisation threshold. Actually, this also tacitly implies e > A&on which of course
is not necessarily verified. Nonetheless, we obtain the following simple pair of equations
[160}, 576, eq(19a), eq(3-4)] :

e+ (e- +2mc?)
G, =| —MM= 2.62
COS + \ 8_(€+ + 2mc2) Y ( )
ga(e- +2me2)
O =| ———M=. 2.63
oS \ e_(ea+2mc2) (263)
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d) Furtherles in the non-relativistic limit, the electrons are ejected perpendicularly giving
p? = p2 +p3 = (py cos By +pacosby)? as implemented in Boeuf and Marode |88, eq(22), with
the square root omission presently corrected|, and thus :

cosf, = s , (2.64)
€+ + 62

cos by = 2 (2.65)
€+ + 62

The assumption that little momentum is transferred to the parent molecule is experimentally
verified in triply differential cross sections (TDCS) at high incident energies e >> A&ioy, small
primary scattering angles 6, < 10° and not low secondary energies €3 > A&ion [810]. A lobe is
observed more or less perpendicularly or at least obliquely tilted to the scattered direction of
the primary electron (see fig. p. . Theoretically, this assumption is supported by the
so-called “Bethe-ridge” of the differential dipole oscillator strength density when the secondary
electron energy €3 is not too low. More information can be found in the second part of the thesis
in section IT.5.3

In practice, none of those approximations apply as e_ ~ A&, because there, the whole
impulse approximation fails. Also, whenever g9 is small, the angular distribution of secondary
electrons is virtually isotropic (see fig. and cannot be assumed to be preferential in one
particular direction 6.

In the computations of this thesis, we decided to model the emission of secondary electrons
stochastically according to a hybrid model between the deterministic binary encounter
and an isotropic distribution at low es:

€9 ea((e- = Aion) +2mc?) Aion

b = +
cosb2 g9+ Afion \ (62 — A&ion)(e2 +2mc?) &9+ Aion

(1-22). (2.66)

where z € [0,1] is a sample from a uniformly distributed random variable (see also eq on
page [194).

In principle, instead of appealing to the weighted formula , one could stochastically
sample the initial momentum p, of the bound electron in the orbital o from an isotropic distri-
bution with a radius p, = 2mU /h? where U is the average kinetic energy on the orbital o (given in
part II[11.5.4] table [11.12{on page . This would determine the total momentum IT = p_ + p,
with p_ —p, <II < p_ + p,, to be used in . We did not opt for this alternative because the
binary model is invalid at low €2 and an isotropic distribution as seen experimentally cannot be
explained by the inclusion of initial momentum from the bound orbitals. One would need to
understand better how interaction between both electrons and the ion core perturbs the ideal
situation of a binary encounter.

For more information, the interested reader may want to consult section of part II,
and figures [11.47 where experimental data show a significant contribution of large angle
scattering compared to the punctual angle corresponding to a simple binary electron collision.
Whether a proper modelling of the angular distribution of secondary electron from ionisation
has a statistically observable impact on transport parameters and thermal runaway, is unknown
and could be tested in the future.

*We are regressing toward a cruder approximation, we are thus not going furthermere but rather ‘furtherless’
in accuracy.
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At last, we finish this preliminary tour of electron-molecule collisions with the electron attach-
ment on oxygen which has a positive electron affinity. This constitutes another example of
resonant processes. At first, it may be thought that attachment offers the delight of not having
to bother discussing any electron scattering outcome. In reality, the post-traumatic consequences
ensuing the withdrawal of an electron’s liberty are not to be taken lightly.

Due to the restrictions imposed by energy-momentum conservation laws, “pure” attachment
cannot take place; it is rather the consequence of a resonant collision process that leads to stable
attachment to oxygen. As the e-O9 compound is created, it vibrates at a certain level for which
two different scenarios lead to long-term attachment :

Dissociative Attachment happens when the electron energy is high enough > 4eV to excite
an elevated vibrational level beyond the dissociation limit of the O3 (*II,) anion. In that
case, the compound encounters itself in a repulsive bond state and dissociates with one of
the two oxygen atoms keeping the electron attached [820, p.472, §VI.B|. This enables the
initial momentum to be carried by the fragments scattered apart.

Three-body attachment consists in a formation of a metastable electron-molecule compound
which then becomes a stable anion after colliding with a third body. It occurs at lower en-
ergies when the electron excites long-living O5 (2Hg) vibrational states that, when colliding
with another molecule, deexcite to a lower stable level [820 p.472, §VI.A.5|. Stable means
that it cannot spontaneously autodetach because its energy is below the neutral oxygen
ground state as represented in figure [T1.18] of section [T1.3:4]

Note that those two processes correspond to two distinct energy regions and resonances :
lowest-energies — 2Hg for three-body; and 2 4eV — 2II, for dissociation. Since attachment and
resonant vibrational excitations are so tightly linked, dissociative attachment is facilitated with
increasing temperatures [393]. This is seen on the set of cross sections displayed in figure
from [558|. We provide additional information on attachment in section of part II.
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2.2.3 Average Motion

The motion of electrons in gases, as sketched in may be very chaotic at low energies because
of the frequent collisions that interrupt the electromagnetic acceleration and drastically change
the electron’s momentum. Nevertheless, the individual effect of each collision decreases at higher
electron energies above the keV domain. It is therefore very useful to describe somehow the overall
combined effect of many collisions on the electron’s trajectory through the average friction (or
braking) force as described in Raizer 762} §2.1.1:p.8-11].

We remind the basic notions related to the average motion of an electron in a gas:

O A : the “mean free path”, an average distance that an electron traverses between two
collision events;

A= 1/(0ngas) - (2.67)

O 7 : the “mean free time”, the average timespan between two collisions;

=\/v. (2.68)

Rl

O v : the “collision frequency”, or inverse of the mean free time: v = 1/7;

V = NgasOV . (2.69)

O (cosf) : the “mean scattering cosine”, the average cosine of the electron’s outgoing velocity
after a scattering event defined as:

2 ™
(cos@) = g ; j—g cosf sinfdé . (2.70)

As we will see below , the presence of anisotropy, such as an external electric field,
slightly distorts the definition of the collisional parameters. This is because (i) the velocity v of
the electron changes during its flight time but also (ii) the cross section o(¢), who may sharply
depend on the electron’s kinetic energy e.

Average Friction Force

In high-energy particle physics, the energy lost per unit length —de/dl due to collisions by a
fast particle traversing a medium of atomic density n,t, is known as the stopping power : Scol,
[see for instance |60, p.4, eq(2.1)]. Roughly speaking, for fast electrons, this energy is lost by
knocking atomic electrons off their shells.

/2 do,
Seor = fo Wnathé aw (2.71)

The product n,Z represents the density of atomic electrons of the medium and doy/dW is
the cross section corresponding to a loss of kinetic energy W. The integration goes up to half
of the initial kinetic energy due to the indistinguishability of the two electrons emerging from
a collision. The convention is to identify the electron possessing the higher kinetic energy as
the original one. The equation can be conveniently separated into large and small energy
losses. When the energy lost by the fast electron is appreciably higher than the shell electron’s
atomic binding energy, as in light atoms and non-core orbitals, the collision can be described by
Mpgller scattering between two free electrons (see part II section eq. .
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Smaller losses on the other hand are incorporated via the Bethe theory [67] (reminded in|11.5.1])
which introduces a mean excitation energy [427, p.333, eq(4.62)] Iy (11.96) given in table .
Then, the stopping power adopts its well-known formula in the high-energy approximation |66,
p.254]:

2mr2me? E2(y+1)\ 1 (v-1)2 1 2
SCOIZZNat 52 [ln( Ig +$ 1+T —(1—;—;)1112—5 (272)
2

The classical electron radius is defined as r, = €2 [Amegmce”. The additional correction 4 is

called density effect [60, p.5| due to the medium polarisation and is actually negligible in gases
for electrons up to 40 MeV, as can be seen in tables 12.3 and 12.4 in Berger et al. [60].

Gas No | O2 | Air Table 2.3: Mean ionisation energy loss Iy in the stopping power
Iy (eV) | 82 | 95 | 85.7 (2.72)) for different gases.

For less fast (but not slow) electrons, the energy loss rate can be calculated in more detail by
distinguishing each inelastic collision involved in a gas of ng,s number density. During a period
At longer than the inter-collision mean time 7 = 1/ng,s0v, the overall energy lost in inelastic
processes with cross sections o; and thresholds Aeg; can be idealised as a uniform loss rate:

<A€ ) AEZ'

7

At/7; gives the average number of collisions of type i during At. We introduced the notion
of dynamic friction force Fp for which a vast terminology of equivalent terms exists: “drag”,
“slowing-down”, “dynamic friction”, “braking” force were used in different studies for the same
concept. If one assumes that the friction Fp is antiparallel to the speed v, then its norm is:

FD:E

%

AE,‘

v

= > Agio; . (2.74)

Alternatively, the concept of an average drag force could also be defined according to the
rate of momentum change Ap =p; —p- :

E D (& > P

Fp= At ;(1 b cos@i = (2.75)
Here, the averaging (p) over the momentum change must be understood as fixing p-, while
varying p,; according to the scattering distribution do;/d€ of the collision process i. Assuming
azimuthal symmetry, this implies averaging over the quantity —(p_- — py cosf): i.e. the paral-
lel momentum loss. Away from excitation thresholds, one may neglect variation of p, with 6
and thus perform averaging only on the cosine. Furthermore, under the high electron energy
approximation e_ > Ag;, one can additionally write:

/2 + 9 2 A i

(cos 9)& = (cos H)M ~ (cos ) (1 - —6) . (2.76)
p- cp- (vp)-

Replacing back into ([2.75)), the average braking force would be :

FB ~— Zi:ngaso-i(Vp)7 (1 - <C089>im)

(k23

-V Z Ngasoi( (1= (cos0);)(vp)- + (cos 0);Ae;)
(2.77)
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We now understand that the concept of dynamic friction is ill-defined unless the average
deviation cosine (cos); ~ 1. Only then, do the definitions and coincide. Otherwise,
in addition to the stopping power, the idealised friction force should also include the “scattering
power” (1 - (cosf))p/7. If the average deviation is null (isotropic) or negative (backscattering),
the “scattering force” from ([2.77]) would be superior to the loss of the entire kinetic energy _ over
the mean free path A. This expresses the fact that low-energy collisions can dominate electron
kinematic conditions.

Furthermore, the incorporation of attachment collisions to the friction force poses another
difficulty. An electron having attached, not only loses all of its kinetic energy but also becomes
inactive. Nonetheless, in anticipation of swarm dynamics introduced in the next section, if we
considered an electronic gas carrying a total momentum, the attachment collisions would remove,
one at a time, momenta carried by individual electrons at the attachment frequency v,tt. If we
know that an electron of initial kinetic energy ¢ will, on average, attach after having propagated
a certain time 7,4, then we may conceive that it is braked by an “attachment force” at a rate of
&/ Tats (€).

The concept of force as an additive vector that represents a change of momentum per unit time
is undeniably very hard to reconcile with the stochastic occurrence of collisions. Nevertheless,
when collisions are modelled as an average friction or braking force, they enable a dialectical
debate on which of the electric or frictional force takes over on average. This was used to
determine a criteria for electron runaway: electrons which, on average, are more accelerated by
the electric field than braked through collisions.

A. For relativistic runaway, scattering in the high-energy domain is characterised by small
relative energy losses and small angular diffusion. This enables a sound comparison between the
stopping power and electric force as represented for instance in Gurevich et al. |365) figure 1| or
Lehtinen et al. [576, figure 1] and used in subsequent works |40} [236].

Recently, Lehtinen and Ostgaard [579, p.6950:§C1]| introduced a new notion of “effective
friction force” Fog which does not operate on the average level of a single electron, but on the
average angular equilibrium distribution of an electron swarm. This effective friction balances
an imaginary mono-energetic electron swarm distribution maintained in equilibrium at a certain
momentum p by a fixed electric field Eeq [579, Appendix C|:

d
Fut=cBeq : o =0=cEqM(p.E)-|Fp, (2.78)
1 1 . 2els
Where M(p,E) = m - E Wlthf = y_p . (279)

M(p,E) is the average cosine deviation of the electron swarm with respect to the opposite
direction of the electric field and 14, = 01 Vngss is the momentum-transfer collision frequency.
The quantity vyp is called the parallel momentum loss rate from elastic collisions.

B. When interested in thermal runaway, the collisional term in kinetic equations at high-
energies |788, p.6-eq(7)] qualified as a drag force, was extended to much lower energies and used
for illustrative purposes in Bakhov et al. [50] and Dwyer et al. [250, figure 1| to represent the
barrier imposed by collisions to electron acceleration. Later, Moss et al. [677), eq(1)-figure 2]
plotted the dynamic friction in the full energy range down to below 1 eV. Nevertheless, it was
pointed out in Diniz et al. [218|, that thermal runaway cannot be properly viewed in this picture
due to several issues, notably the scattering power which plays a major role below several tens
of eV, and the highly stochastic process of collisions.
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Figure 2.15: Different concepts underlying the same idea of representing the effect of electron-
molecule collisions through a “force”.

Putting things together, we take the liberty of distinguishing five “collisional force” concepts,
which we represent in figure for electrons in standard air (see page :

* Fp : “dynamic friction” force from its definition (2.73]) which coincides with (2.77) when
(cos®) ~ 1,

* Seol © “stopping power” in the high-energy approximation (2.72)) of Fp;

* vy @ “elastic (parallel) momentum loss” is the amount of momentum lost in elastic colli-
sions from the average deviation incurred in a scattering event through (cos6);

* Fog @ “effective friction” from Lehtinen and @Ostgaard [579, p.6950:§C1] (2.78)). It represents
the effective friction which balances an electron swarm distribution in (angular dispersion)
equilibrium at a certain energy and a fixed electric field.

* Fg : “braking force” or occasionally called “scattering force” from . It approxi-
mately amounts to the dynamic friction plus the elastic momentum loss: Fg & Fp +pvn. It
is nonetheless slightly higher as it includes attachment losses £_ /7,1t and accounts for addi-
tional momentum loss in inelastic collisions from the deviation through the average cosine
(cos®). At non-relativistic energies, this force is significantly “stronger” than the dynamic
friction, following the semantic intuition that “braking” is more drastic than “friction”;

These concepts will be useful when we try (later in sec. to determine the runaway energy
threshold of fast electrons according to the electric field.
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For more information about average frictions and scattering at high energies, an overview of
fast electron and photon interactions with gas atoms and molecules for Monte Carlo codes can
be found in Salvat and Fernandez-Varea [802]. In the next subsection, we study furthermore the
balance of electron energy between two collisions.

Average energy loss

Another way to preserve the idea of comparing electric acceleration to the average effect of
collision on electron propagation is to abandon the perspective of forces and shift toward the
more tangible concept of energy gains between collisions contrasted with energy losses in a single
collision event. Not only does this approach place us in the continuity of the whole material
covered in the last section, but it also enables a more pertinent comparison in the regimes where
a collision is threateningly capable of erasing the entire efforts of electric pull during electron
free flight.

Electron trajectories in uniform fields between collisions can be seen as mean free path A-long
parabola segments. The energy gain A*e between two collisions of an electron with an arbitrary
initial velocity vg, accelerated in a uniform field E is (less than +eE\ and greater than —eE\):

A _
Ate= fo ~¢E-dx $ +eEX (2.80a)

7 E272
=[0 —€E~vdt=(—eE-v07_‘+(e ) %

). (2.80D)

The infinitesimal segment dx = v dt follows the electron’s displacement. The mean distance
A or equivalently the mean duration 7 between collisions are bound by the curvilinear integral
of the electron’s free motion:

Xzfo Iv] dt (2.81)

—a

Et
A= f ——t dt—[ \/ ~2cos y t+(e )dt
[vo H C%X o (2.81a)

(aT —=vgcosx) + |vo +aT|
vo(1=cosx) '

A= %a [(aT vo cos x) | Vo + aF| + va cos x + v sin? Xln(
a

where we defined the electron acceleration from the electric pull a = —eE/m and the angle cos y =
Vo - E. When the electron’s initial velocity is (anti-)aligned with the electric field (-)vq || E,

replacing cos x = 1 in (2.81a)), we get an equivalence with (12.80)).
The mean distance and times between collisions are formally defined as the path length or

time for which on average one collision should occur throughout the integral of the trajectory:

A it (2(0)vdE = 1. (2.82)

The total collisional cross section oyt depends on the energy € which varies along the path. In
absence of an electric field, the velocity v is a constant of motion, in which case we would obtain
the trivial relations:

TRair0totV = TVt = TVA = 1, (2.83)

which are those of the mean free path and time introduced earlier (2.67H2.68|).
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Due to the anisotropicity introduced by the presence of the electric fields, it follows that X
(and 7) actually depend on the initial condition vg of the electron and thus differ from the mean
free path and time. Nevertheless, for a dense enough gas, the electron’s energy should not vary
much during a mean free flight.

To measure this effect, we refer to the very useful notion of reduced electric field : E/ng;,.
Indeed (2.80)) implies that the average gain A*e o< EX while expects that A o< 1/n,5 so
that E/n.; becomes a scalable measure of the average acceleration of electrons in gases. The
unit of the reduced electric field is the Townsend Td = 1072! Vm?2.

When E/n;: becomes high, the mean distance A might either be slightly extended or short-
ened depending on the behaviour of oyt(g) as a function of the electron energy €. We can
analyse this effect by taking the first order linear dependence defining oy, as the slope: oot (g0 +
Ae) = oiot(g0) + 01o1(0)Ac + 0(Ac). Replacing this cross section and the instant velocity
v = |vo — eEt/m| in the equation for the mean duration between collisions, we obtain
a typical integral encountered in multidimensional motion paths :

~0tot (€) N
7 eEt)? eE eEt\?
fo Tair [Jmt + 0ot (—eE -vot + ( Qm) )] \/V% - 25 vt + (?) dt=1. (2.84)
O—éotgo

< 1 = NgasOot A + Ngas

[||V0 +aT|(aT - vgcosx) (1 —3cos® x + P (a—T + 2cosx))
vo \ Vo

1 + 3 cos? +af| + - a7
+vg cos x(1 - 3cos? x) + v2 sin? X( cos” x) In [vo a?” Yo €os X a7: tan? X
2 |vo +aT| — vocos x + aT 2

1+ 3cos? <
= Ngas (Utot - %UéOtEO) A
T{otE0 3 .9 at (at
+ Ngas—— [Hvo +aT|(aT - vgcosx) (— sin” y +2— (— + 2cosx))
2 vo \ Vo

3 1 + 3cos? +aT7| + - a7
+vE cos = sin? y + visin? x ( cos”x) In [vo +aT] +vocosx — a7 . (2.85)
2 2 vo(1+ cosy)

This last equation represents the implicit definition of the mean duration 7 and distance \.
If the cross section may be assumed locally constant around eo: i.e. of, ~ 0, then the mean
distance between collisions equals the mean free path \ = 1/(nair0tot). The mean duration 7,
however, still depends slightly on the electron’s parabolic trajectory through the implicit equation
(2.81a). The dependence of the cross section on the electron’s energy, further complicates the
determination of the mean inter-collision parameters. Although one could try to solve (2.85)) to
determine T, this dreadful task can be circumvented in practice with a stochastic sampling of the
collision event known as the “null collision method” [538| presented in chapter |3 about numerical
algorithms.

Putting aside the issue of representing the average motion of a single electron, we now switch
to the task of representing the average motion of a great ensemble of electrons where statistical
averaging enables us to ascribe collective characteristics.
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2.3 Swarm Dynamics

When considering a large ensemble of electrons, the motion of each individual electron becomes
less relevant than the collective behaviour of the swarm as a whole. This section describes three
different perspectives for modelling an electron swarm which are ordered in increasing abstraction
coarseness of the properties pertaining to individual electrons.

2.3.1 Super-particles

The number of physical electrons in a patch of plasma exceeds by far the storage capabilities
in a simulation. A one-to-one correspondence between a physical and a simulated electron is
unrealisable. Therefore, one needs to devise some kind of agglomerating scheme for the repre-
sentation of a very large number of particles. The philosophy of a Monte Carlo code is not to
represent each single physical particle but a sample of their population which would accurately
reflect their statistical properties.

For instance, to sample a real swarm of 10'? electrons, one can simply select and simulate
100000 and attribute to each of them a statistical weight of w = 107. Each simulated electron
represents a number w of actual electrons. To distinguish between both, one calls an electron in
the simulation a “super-electron”.

We define therefrom the following quantities:

e N, : the actual number of physically represented electrons, or “real” electrons,
e N : the number of sampled electrons or “super’-electrons featuring in the swarm simulation,

e w, : the statistical weight of the n'" super-electron.

They are bound by a conservation law:

Ns
Ne= > wy,. (2.86)

n=1

We can furthermore keep track of some average quantities of the swarm such as:

1 &K
Average kinetic energy E=— ) WnEn, (2.87)
Ne n=1
1 X
Centre of mass F=— ) wyry,, (2.88)
Ne n=1
_ 1
Spatial spread variance r2 - (r)%=— > wy(r, -1)? (2.89)
Ne n=1
1 &
Flux velocity VE— ) wyvy (2.90)
Ne n=1
1 &
Position-velocity correlation rOvVz=— Y w,r'n®V,. (2.91)
Ne n=1
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The dyadic (or outer) product between two vectors u = (ug,uy,u,) and q = (gz,qy,qz)
produces a (3x3) matrix:
Ugdy Uxqy U]z
u®q=|uyq: Uyqy Uyq: | - (2.92)
UzGr UGy UGz
From there, we took the liberty in of inaugurating the shorthand notation u® = u ® u,
which is probably the most understandably natural way to abridge that expression.
As we will see later in section B.3.3t

— from the linear variables ¥ (2.88]) and v (2.90)), one can estimate the bulk and flux drift

velocity (and mobility) of the swarm;

m from quadratic variables r® (2.89) and r ® v (2.91)), one can estimate bulk and flux diffusion

tensors respectively.

Then, from the collision rates v.(e,) of each electron n, one can estimate the average reaction
rate 7, of the swarm on a specific process ¢ whose cross section is o:

=vc(en)
1 Ns rm—— e
U = N Z W, NgasOc(En) Vi - (2.93)
€ n=1

The growth, avalanche or net multiplication rate 7, of the swarm is given by the balance
between the ionisation v; and attachment v, rates:

N,
_ _ n ;
Vo = Ui — g = —m > wpvn(oi(en) — oalen)) - (2.94)
Ne n=1
At a time t = 0 with a total real number N, one can therefore expect the swarm to grow
instantaneously as: i
No(t) = Nege (2.95)

not to be confused with the growth rate of the super-electrons, of rather numerical interest:

_ nas
s "gas

N Z%Vn(m(én) oalen)) , (2.96)

n=1

where we highlighted the difference with which consists in disregarding the super-electron
weight w,. When unconstrained, the number of super-electrons electrons is similarly expected
to grow as Ns(t) = Nggexp(ts), an issue to be kept in mind and which we will tackle in the
next chapter [3]

In addition to the instantaneous average position moments ¥ and r®, one can also calculate
their time derivatives from and . One must however be extra cautious of the fact
that the total Ne(t) also increases and the complication posed by the statistical weights
wy,(t) and super-electron Ng(t) number which also vary with time. The overall effect is:

Vn ? ﬁe N
dr 1 drn dNS rith dw, dlnN, 1 &
TN w - — ) TpW, = VH+UI—TeT . (2.97)
Ne /%2 ST ;V N enZl” dt dt NenZl"" ermrer

One must somehow include both dw,,/d¢ and the contribution of d Ns/dt to the sum. Sepa-
rately, they cannot be known until one decides how to manage the number of super-electrons Ng
which is the theme of subsection | Nevertheless, together, they must equal the combined
production-rate-and-position overall correlation (7er) of the newly generated electrons.
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In particular if we decide to maintain Ny constant (we are free to do so), then dNg/dt = 0
and we may calculate the derivative of w, in the following way:

dwn(t)
dt

In physical terms, we are considering a number of w,, (real) electrons all at the same energy &,
and same position r,. We wish to calculate how many new electrons (of any energy) emerge at
the position r,,. This is given by the growth rate of one (super-)electron ve(ey,) = vi(en) — va(en)
multiplied by wy, (because there are w,, real electrons that have collided and spawned new elec-
trons). As a result, we obtain that the derivative of the centre of mass with time — the bulk
drift — is not exactly the flux velocity v because of the variable number N, of electrons in the
swarm. This is anticipates the discussion in subsection [2.3.3] about bulk and flux coefficients,
whose numerical calculation is assigned to section [3.3.3

= Ve(ep)wy, . (2.98)

As rendered evident here, the methodology of super-particles is very handy and requires no
special effort for estimating a swarm’s properties. Nevertheless, its accuracy is limited by the
allocated number Ny of super-electrons and their representativeness w,,. The average quantities
introduced here must not be understood as the exact properties of the electron swarm, but as
estimates thereof. In statistical terms, a is a sample from a random variable whose real average
a is unknown. However, if we can assume that the samples a; are independent from each other,
then their distribution obeys the central limit theorem. Therefrom, we may constrain & into a
confidence interval through an average value (a) over many N, (“m” for “measurement”) such
samples ay:

(a) = — 3 ay . (2.99)

The precision of (a) is deteriorated by three aspects:

> Quality : First, if the sampling of the super-electrons in a is very uneven, meaning that there is
a large disparity in the statistical weights w,, the accuracy of the average swarm properties
is reduced since there is a smaller number of super-electrons (in a sample ax) whose weight
wy, is significant. There are two ways to improve the quality of a sample ag:

i. set all weights w,, = No/ N5 equal: but this disables the possibility of enhancing electron
statistics in specific regions of the spectrum;

ii. increase the number of super-electrons Ny featuring in a sample (i.e. in the swarm);
and thus we shall do.

< Quantity : Second, the size Ny, of the sample limits the precision one can attain for (a). The

standard error @ on (a) scales as:
Sa

VN,

which depends on the standard deviation s, of the variable a, itself estimated as:

i~ (2.100)

1
Np -1

Nm
s2 = var[a] ~ > (ak - (a))?. (2.101)
k=1
The notation var[a] signifies the variance of the quantity a. For the readers curiously
peeping at the (Ny — 1) denominator, the answer to why “.../N is a biased whereas
.../(N-1) is an unbiased estimator of the variance var[a]” lies in Kendall |[486, chapter 17].
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v Correlation : Third, if the samples a; are taken from the same simulation and that their time
interval is too small, they cannot be rightfully considered as independent measurements.
Having correlated samples does not only deteriorate the precision but it also blurs the
estimate of the uncertainty because it obliterated”] the assumptions of the central limit
theorem.

In order to reduce the contamination from correlation, the sampling should be significantly
less frequent than the “memory retention” time of the system, which depends on the reduced
electric field E/ngas in the gas. 1000 samples within 1 ps are not worth 1000 samples over
1ns. One can strive against correlation either by:

(a) Performing multiple independent simulations,

(b) Sampling measurements of a same simulation at random times with a minimal time
separation to be determined.

Taking the precautions mentioned above, if we admit that a is a sample from a distribution
obeying a normal (Gaussian) of mean value @ and variance $,, then we know from inference
statistics [486, chapter 20| that:

(a)-a
Sa/\/N_m

the random variable follows Student’s ¢ distribution of Ny, — 1 degrees of freedom.

This enables us to establish a confidence interval over the value of a:

ae[(a)—apn,,-1;(a) + apn,,-1] with 95% of probability.

The value py,, -1 represents the 97.5 % percentilelﬂ of Student’s t distribution with Ny, —1 degrees
of freedom (Vy, samples). The exact value of py. 1 depends on Ny, of course but its dependence
weakens very fast as Ny, increases. As an example:

For Ny, € [100;1000000] : pn,,—1 € [1.984;1.96] ~ 2.

Therefore, our confidence intervals will be based on the timeless “2¢” rule for normal distributions.

Dealing with super-particles is an easy task. However, if one craves a “clean” statistical char-
acterisation of a swarm, lots of such super-particles are needed to sample the swarm distribution.
When “lots” means “too many”, one might change perspective and try to characterise the statisti-
cal distribution governing the swarm population directly instead of conjecturing it from samples
thereof. Ironically, we might say that if one does not wish to mingle with statistical inference
(as we have to with particle-based swarms), then one should ‘embed’ the statistics directly into
the physical model from the start. This leads us to the next subsection.

*“oblitterare” — “erase the letters” in Latin. Its current use in English is, unfortunately, a forlorn euphemism.

"The correspondence between the confidence of 95 % and the 97.5 % percentile of the ¢ distribution is a classic
examination question in an undergraduate statistical course. It is because the interval is double-sided so that one
combines the certainties that @ < upper boundary and @ > lower boundary, thus having to leave out 2.5 % on both
sides.
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2.3.2 Kinetic Equations

When the number N, of physical electrons is very high, say >10%, one could attempt to charac-
terise the electron swarm as a continuous distribution in configuration r and velocity v space.
Such description is known as the kinetic theory. Since our electrons are indistinguishable, we
may define an:

Electron distribution function in position-velocity space : f(r,v;t),

representing the number of electrons per unit volume in this 6-dimensional position-velocity
space at a time ¢. Thus, f(r,v;t) Erddv gives the overall number of electrons located within
the infinitesimal volume d°r d®v.

In the most general case, the kinetic description of a plasma involves all the species (electrons,
neutral molecules, ions) composing the plasma. Then, one ought to define also distributions f,
for the other species o (molecules and ions) present in the plasma. Nevertheless, we rewind to
our assumptions exposed in section [2.1; namely, that the gas is static and homogeneous; i.e. the
molecules do not budge and their population does not change. This model is a classic in plasma
physics and is known as the Lorentz gas 816l chapter 6:p.134| in which:

I. m < my : electron mass negligible compared to molecules and ions

II. me << ngas @ electron density much smaller than gas molecules density

In this idealisation, one needs to track the evolution of the electron distribution f(r,v;t) in
time which obeys a conservation law from the displacement of the electrons, due to their velocity
and acceleration imposed by the electric field E, and from their collisions with the molecules
[3784) eq.(1)]:

v (v) - (o) =€) (2.102)
m

This equation is known as the Boltzmann equation (for a Lorentz electron gas) and constitutes

the central part of the kinetic theory of plasmas. The crux of the Boltzmann equation lies in

the collisional term C[ f] which regroups all the alterations incurred by the distribution f due to

electron-molecule collisions. Depending on the assumptions and approximations taken on C[f],

the Boltzmann equation may take a variety of different names.

A. For instance, if one discards collisions altogether (C[f] = 0), (2.102) becomes the Vlasov
equation |55, p.32:eq.(2.3)] which describes collision-less plasmas, afar from the situation
in which our electrons in air lie.

B. Alternatively, one can include the effect of binary collisions between electrons and individual
atoms and molecules. This is what we have been doing hitherto in section [2.2.2] where we
distinguished various processes ¢ (elastic, inelastic), each characterised by their differential
cross section do./df). Remaining faithful to our previous assumptions, we neglect the
relative motion of the gas molecules compared to electrons. The binary collision term CY,
for electrons with still (motionless) molecules is [73, §21.2:p.593:eq.(2.12)]:

do! doe. " "
ol =g 3| [ VIR V) aV - [ v v v dy

entrance flux exit flux
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It is a balance of fluxes between the incoming electrons originating from various v’ velocities
and ending up in v through a collision, and the outgoing electrons which are exiting the v
cell after colliding.

The binary collision term may be developed further for elastic scattering by assuming
that electron velocity distributions are not correlated with the scattering distributions.
Exploiting symmetry properties from the detailed balancing between direct and reverse
scattering we have |73, §21.4:p.609:eq.(4.8)]:

doe
dQ

Che[f]=ngas f[f(l", vit) = f(r,vit)[v—dQ. (2.103)

The same symmetry argument applied to inelastic scattering would involve the distribution
of excited states j of molecules n; so as to include direct ¢ — j collisions but also reverse
superelastic collisions from a state j to i (i.e. [f(vj)n;vi/vj— f(vi)ni]vios).

C. In weakly or partially ionised plasma, one should complement binary collisions with long-
range Coulomb collisions of electrons among themselves or with ions.

First, one must define the Debye shielding Ap as the limiting distance for Coulomb interac-
tions between charged particles in a quasi-neutral plasma. That is, a charged particle only
interacts with other (charged) particles that lie within a sphere of Ap |73, p.8:eq.(2.3)]:

T
Ap =4/ 60]“32 : (2.104)
Tee

where ¢( is the vacuum electric permittivity, kg Boltzmann’s constant, T, the temperature
of the plasm (electrons in this case but not of the neutral gas T, # Tyas) and ne the
electron density.

From the Debye length, one can retrieve the renowned Coulomb logarithm In A, as [55,
816, chapter 1:p.12—4:eqs.(1.12-20), eq.(6.3.26)]:

_ 4mp(V2)/ekpTe (2.105)

A
¢ /Me€32

o &

This term corresponds to the ratio between the Debye length Ap and the impact parameter
of Coulombic collisions whose deviation corresponds to an angle of 90° [55, 816, eq.(1.13),
eq.(6.3.17)]. Its value depends on the properties of the colliding charged particles, through
the reduced mass p, the (square average of the) relative collision velocity (¥?2) and the
charge number z. Therefore |73, p.585:eq.(8.14)]:

*For a non-Maxwellian electron distribution, which is always our case, one should interpret kT, as equalling
two-thirds of the electrons’ average kinetic energy as an ad hoc adjustment.
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. . | 8kgT,
For e-ion collisions : <‘7> ~(v) = 8kpTe (ions are ~immobile)
™m

z=17; (usually just 1)
~m
)
For e-e- collisions :{ () » 3kpTe
m/2
z=1

for a Maxwellian electron distribution at a temperature of T,. Most likely, the average
ionisation degree Z; of the ions (for weakly ionised plasma) is only Z; ~ 1.

With the assumptions above, the momentum-transfer cross section between electrons and
ions is defined with the Coulomb logarithm as |73, 590, §20.8:p.585:eq.(8.10-3), p.683:eq.(18.1.20)]:

Zie? \?
Om,i = 47 (%ﬁ) lnAc . (2106)

Consideration of long-range Coulomb collisions restricted to the Debye sphere leads to the
Fokker-Planck collision term [55| (533} p.304:eq.(4), chapter 13.2:p.385:eq.(13.20)]:

Cc[f] = —Njon Vv - (f(ryv; t)v + ni20n Vv(f(r,v; t)Q)) . (2107)

The vector V represents an average velocity change per unit time from Coulomb collisions
while the tensor D is a diffusion tensor (velocity rate change correlation per unit time). For
electrons, both depend on the Coulomb logarithm In A, and the relative collision
velocity ¥ as |73, p.615:eq.(5.15)]:

V= = (2.108)
dmeg mu'v
Z%et 1

D= <~ (lnAC(Sij - (IH(AC) - 1)52255]2) (2109)
dmeg m2V

The velocity change rate V is aligned with the direction of the relative inter-particle collision
velocity ¥. The diffusion tensor is expressed in the reference frame where the z axis is
aligned with V.

Those approximations depend on an accurate knowledge of the electron distribution function
f which ... is at the heart of our preoccupations. In other words, if no further approximations
are made, Boltzmann’s equation (2.102)) is deterringly integro-differential.

Two-term approximation

The treatment of the Boltzmann equation can be considerably simplified if one makes
reasonable assumptions on the electron distribution f(r,v). Without any external electric field,
the solution of the Boltzmann equation is well known to converge to a Maxwellian distribution
in velocity space (see section and a gradually flattening distribution in configuration space
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whose exact shape depends on the initial conditions |73, chapter 7|. In presence of an electric
field, the Maxwell distribution should be deformed to reflect the anisotropy.

For a relatively “weak” electric field E, the distribution can be approximated by a truncation
of a Legendre expansion in the angle x between the electron’s velocity v and E (as sketched in

2.3)[73 [414, p.45:eq.(2.5), §21.4.1:eq.(4.1)]:

F(x,vit) = Po(cos ) fo(r, vit) + Pu(cos X) fu(x,vit) +Pa(cos ) fo(r,vit) ... (2.110)

Two term approx.

Due to symmetry, the dependence in the azimuthal angle ¢ disappears. The restriction to the
two first terms is known as the two-term approximation comprising:

e fo : the isotropic distribution component (Py = 1)
» cosx f1 : the anisotropic perturbation (P; = cos x)

Under this approximation, the various binary electron-neutral and Coulomb collision terms
may be calculated by integrating over y with the postulated simple angular distribution in
velocities. Putting the terms together, we get two coupled equations governing the evolution of
fo and fi after projecting on Py and P respectively and integrating over cosy and ¢
[590, p.682:eqs.(18.1.14&11)]:

0o, vOf B 1 0G)

9 T3 0: maZ oy "o tC Gy (2.111a)
E .
%”%_%% SO OO (2.111b)

The collision terms are now separated into electron collisions with neutral molecules (C°"),
with ions (C®') and with other electrons (C*®) |590, p.682-3:eqs.(18.1.11-23)]:

e-neutrals: Cg"| m 1 0 [ 4 eT, dfo L
=V +—=—|- Vefo—v, 2.112a
e-ions: Cgl} Mg v2 Ov [V m,g (fO mv ov ):| cezg:y( ch ch) ( )
Isotropic : Scattering Inelastic collisions
0 0
inter-e:  CS° =geev? — [H(V)fg + XG(v)ﬁ] (2.112b)
ov 3 ov
e-neutrals : CT" _
, , , t=—VUmgf1 see comment in Huxley [414, p.47] (2.113a)
Anisotropic :{ e-ions : Cct' ’
inter-e” :  C7° =... see Hagelaar 376, eq.(19)] (2.113b)

In (2.112a)), we use the shorthand f{ = fo(r,v';t) at the velocity v’ corresponding to the energy
e’ = e+ A&, from the inelastic collision ¢ with excitation threshold &.. The collision frequency v,
of superelastic collisions may be related to the inelastic process: vc' = nev'o’c(v') = vene/ng v/v',
but requires the knowledge of the density of excited states n. at the energy &..

The electron collision terms with neutral molecules and ions have the same structure: the
first term corresponds to the effect of scattering in elastic (and inelastic) collisions whereas the
second term regroups the outgoing and incoming flux from inelastic collisions. If excited species
were present, one would additionally have superelastic terms which would resemble .
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The distinction between ions (¢g=‘i’) and neutral (g=‘n’) is conveyed in the parameters: mass
My, momentum transfer rate vy, 4 and temperature T,. The most important difference lies in
the momentum transfer rate vy, 4 which is obtained from the density ng of the particles (neutral
or ion) and the momentum-transfer cross section:

Vm,g = NgVOm,g (2.114)

The momentum transfer cross section between electrons and ions oy, ; has been given above
in , whereas the one with neutrals is obtained from measurements or quantum calculations
as treated in the second part chapter [11.1]

The electron-neutral /ion collision term for the anisotropic part C’fn/ : has a simpler
form which depends on the momentum transfer rate vy,. In principle, this should include also
the momentum transferred due to inelastic collisions through the formally correct cross section
(7.7). In practice, as commented by Huxley [414] p.(47)], momentum losses are predominantly
due to elastic collisions so one usually calculates v, only from these.

Electron-electron interactions depend on the inter-electron momentum-transfer cross section
Oee Obtained also from with the appropriate value for the Coulomb logarithm .
The terms in the bracket of are known as the Rosenbluth et al. potentials given by [590|
eqs.(18.1.22-3)|:

H(v) =4 fovfo(r,V';t)V’QdV', (2.115)

G(v) =47r(l2 fovfo(r,v';t)v'4dv'+V/O°f0(r,v';t)v'dv') , (2.116)
\ v

which result from a more elaborate treatment [785] of the Fokker-Planck collision term given
above in .

The inter-electron collision term C7° for the anisotropic distribution part is a more cumber-
some expression which is given in Hagelaar [376, eq.(19)] and references therein.

The relative importance of the isotropic and anisotropic collision terms in
depend on the densities of the colliding particles. Thus, one defines the degree of ionisation as
the ratio between the densities of ions nj,, and the gas molecules ng,s (neutrals and ions alike)
[816, p.394:eq.(12.6.4)]:

¢ = Mon (2.117)
Ngas

One can equivalently define a ‘degree of ionisation’ from the electron density n,. However,
because strong charge separations entail intense electric fields which tend to be quickly screened
by the free electrons, the densities of ions njon, and of electrons n. are comparable in magnitude.
Therefore, one often assumes the quasi-neutral approximation ne & njo,. This is why, the term
‘degree of ionisation’ is often used ambivalently to denote either ne/ngs [e.g. 816} p.149:eq.(6.2.3)]
OF Nion/Ngas [816} p.394:eq.(12.6.4)].

Gases are considered to be weakly ionised when the degrees of ionisation are lower than
¢ <107% [376) fig.3]. Still, in monatomic gases (noble gases in particular), Coulomb collisions are
important at low electric fields because there are essentially no inelastic losses of electrons at low
energies with neutral atoms (no rotational or vibrational excitations). Therefore, some authors
consider that the limit ¢; < 1078 defines very weakly ionised gases, where Coulomb collision bear
no importance irrespective of the electric field [816, §6.2:eq.(6.2.7)].
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Stationary Electron Energy Spectrum

Boltzmann’s equation expresses the evolution of a swarm in space and velocity distribu-
tion. As we know, electrons react very swiftly to changes in the electric field £ and one might
take a further step in simplification by separating the spatial and kinetic dependence of the
distribution, that is [378al eq.(8)]:

f()J(I‘,V;t) = ifg’l(V; E/ngas)ne(r,t) . (2.118)

The variation of the kinetic distribution f, in space and time is implicit through the electric
field E(r,t). This implies that one disregards the relaxation of the kinetic distribution to a
stationary shape f, which depends only on the local reduced electric field E/ng,s. One only
considers the non-stationary evolution of the swarm through its density n, varying in space
(drift and diffusion) and time (exponential growth).

The kinetic distribution is normalised so as to verify [378a, eq.(4)]:

fom fo(r,v, t)dmv? dv = ne(r,t) = f o(v)vidv=1. (2.119)

Most of the time, instead of considering the kinetic distribution (in v), one prefers to work
with the electron kinetic energy e:

Fo(v)v2dv = fv(v(e))g%g de = fv(v(s))% (%)2 NS (2.120)

EEDF : =f.(¢)

From there, one defines the electron energy distribution function (EEDF) f0 = f. which only
refers to the isotropic part, so that the index ‘0’ will be implicit in the notation. The ratio f1/fo
is known as the anisotropy. According to (2.119)), the EEDF verifies the following normalisation:

/ff,)(v)v2dv:ff£(e)\/§ds:1. (2.121)

Hence, the combined isotropic distribution function fo(r,e,t) can be written as [378al eq.(8)]:

m

folr,e,t) = % (5)5 ne(r, 1) £2(<) (2.122)

In absence of electric fields, the stationary energy distribution of electrons in a gas or plasma
at a temperature Ty, is the well-known Maxwellian which is reminded in appendix .
In presence of an electric field, the stationary distribution depends on the relative importance
of electron-molecule and electron-electron collisions through the parameter [548|, p.42:eq.(2.1.28)]:

CE/OOOEUtot(f:‘)fa(g)\/gdg7 (2.123)

£ 0Oeel(€)

which compares the average energy loss A€ in an electron-neutral collision of cross section oot to
the effect of electron-electron collisions through oe.. An EEDF f. must be assumed to estimate
this parameter and can be taken roughly as a Maxwellian at the mean energy € of the swarm.
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There are essentially two analytical approximations to the EEDF in a weakly ionised plasma
dominated by electron-neutral collisions:

Davydov. At moderate but not high electric fields 1Td < E < 100Td, the electron-neutral
collisions dominate and the distribution is in non-equilibrium. This is because the temper-
ature of the gas Tj,s is much lower than the average energy of electron and also because
electrons practically do not exchange energy among themselves. In these conditions, the
isotropic term fy is given by the Davydov distribution 548, p.44:eq.(2.1.35)]:

. £ de’
fole) = Cexp(‘ ! Fn g + (262/356m)(E2/Vt0t(8’))) ’ (2.124)

where C' is just a normalising coefficient. The parameter . represents the average relative
energy loss of an electron in a collision and depends on the gas composition. When the gas
is monatomic, one can assume that most energy losses come from elastic collisions and thus
that 0 = 2m/M from the relative energy loss in an elastic collision of isotropic scattering
with M being the mass of a gas molecule (see eq on p. 56| when (cos @) = 0).

Druyvesteyn. Most often, the temperature of the gas Ty, is negligible compared to the energy
gained by electrons from the electric field between two collisions. Thus, one can neglect
the kpTgas term in . Additionally, if one takes the (horribly rough) approximation
that the total cross section is constant oot () = cst.; then, the collision frequency is simply
proportional to the velocity: 4ot o< \/e. Then, the integral in can be calculated
and one obtains the Druyvesteyn distribution |762, p.97:eq.(5.39)]:

2
fo(e) = Cexp (—365@2—»2) ; (2.125)

where \ =1 [NgasOtot is the mean free path, so that eE\ is traditionally interpreted as the
mean energy gained by electrons between two collisions (as discussed on p. . What is
important to remember is that the tail of the Druyvesteyn distribution decreases faster
~ exp(-¢?) than a typical Maxwellian ~ exp(—¢). This implies that there are relatively
less high-energy electrons in non-equilibrium weakly ionised plasmas at moderate electric
fields (than if they were thermalised at the temperature T, = 2£/(3kp) corresponding to
their average kinetic energy).

In general, EEDF may not be expressed analytically, and must be either calculated from
the two-term kinetic approximation or through Monte Carlo simulations as done presently. In
section [3.3.1] we explain how we calculate the EEDF of our simulated electron swarms. The
EEDF is the connection point between our simulations and the kinetic approach. From the EEDF
and the set of collision cross sections of electrons with the gas molecules, one can, under the two-
term approximation, calculate all other relevant transport coefficients (mobility, diffusion, growth
rate) which are given in the next subsection m Thus, an agreement in EEDF between the
kinetic and the super-particle approach is key to the validation of our model which we undertake
in section [£.3.3

The two term approximation enables us to integrate Boltzmann’s equation in velocity
angular space and obtain . With the stationary spectrum , the velocity distribution
of the swarm is known and “frozen”. So one might leave it aside altogether and integrate the
distribution over the velocity space and only treat the electron density in configuration space
and track its evolution in time. This leads us to the next subsection.

*If that were not the case, then there would be a conflict with the assumption that the plasma is weakly
ionised from the Boltzmann-Saha equation.
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2.3.3 Fluid Equations

The kinetic approach to an electron swarm strives to describe the evolution of gas distribution
both in configuration space and velocity. The fluid approach is obtained from Boltzmann’s
equation through the integration of the distribution in velocity space |234, §2.2] leaving the
continuity equation for the density ne(r,t) [587, egs.(1-2)]:

0 .
a”te ~V | ne 1B +D, - Vne | = S, (2.126)
=—v

evolving according to a source term S and transport parameters: the electron mobility fi, and
diffusion tensor Qe The product of the mobility and the electric field defines an average flux
velocity of the electron swarm:

7= —j1E (2.127)

oriented opposite to the electric field in virtue of electrons’ negative charge. One should note
that this velocity is not the average drift velocity vq at which the swarm progresses in the gas.
This is because new electrons may emerge (or electrons may disappear) from the source (or sink)
term S which is calculated from the balance between the production and destruction rate of
electrons from ionisation and attachment respectively:

S = fjf NgasV (Tion (V) = 0att (V) ) f(r, v, 1) d3v = vene , (2.128)

where in the last term, we express the source S simply as an exponential growth rate v, of the
electron swarm of local density ne.

Due to the non-conservative total number of electrons, one should distinguish between fluz
and bulk transport coefficients:

o Flux coefficients — noted with a dot “a” : emerge from the immediate transport properties
determined by the swarm’s velocity distribution f(r,v,t¢) at a position r and time t;

e Bulk coefficients : represent the average transport properties of the swarm when taken as
a whole and accounting for non-conservative collisions: ionisation and attachment.

This dual distinction is a well-known classic in the plasma community and more information
can be found in Petrovi¢ et al.’s review [747), §4.1-4.5]. In particular, Li et al. [588| §2.2.1:eq.(25)]
recommends not to use bulk coefficients in fluid equation to approximate non-local effects
due to the source term. A discussion of the extension of fluid models to include non-local effects
is given in Li [585, §4.2:p.57-69].

In a steady-state configuration such as a Townsend discharge, the local density ne(r) depends
only on the space coordinate. Then, one can define Townsend’s (first) ionisation coefficient o
[606., 640, p.52-66, p.2-7|, expressing the spatial growth of the swarm due to ionisation, as [378a,

eq.(16)]:

1 .
aj=-——E-(Vne) . (2.129)

e
Simple expressions may be derived to calculate flux coefficients with the following assump-
tions:

e Low anisotropy: at low to moderate electric fields (below conventional breakdown), the
velocity distribution can be approximated by the two-term expansion (2.118)) with a small
anisotropy fi/fo < 1.
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e Local equilibrium: f,(v,t) relaxes faster than the swarm density ne(r,t) drifts and diffuses
over spatial scales of inhomogeneities in the medium (electric field, gas density, tempera-
ture, composition).

e Steady-state: the swarm drifts and diffuses but the density n.(r) remains stationary from
the steady production of electrons through ionisation.

Then, the mobility pg, the (isotropic or lateral) diffusion Dy, source Sy and ionisation «; coeffi-
cients are obtained from the isotropic velocity distribution fo [590, p.685:eq.(18.1.28-9)]:

4 o 1 9
o = L f _—fo(V) vZdv (2.130)
IMneNgas JO  om OV
4 o
Dy=—" f 2 fovidv (2.131)
3neNgas JO  Om
So = 4T NeNgas '[0 V(Gion (V) — O'att(V))f()Vz dv = nerp (2.132)
E 4Dgyv
o = “0—( —\/1- 0”‘*2) 2010 (2.133)
2Dy (noE) wkE  vo

For non steady-state regimes, such as the temporal exponential growth of swarms, one may
add a correction term to the momentum transfer cross section o, which accounts for the cre-
ation of new electrons as proposed by Hagelaar and Pitchford [378a, eqs.(11-2)]. When the
(isotropic) diffusion Dy and multiplication rates vy are much smaller than the drift velocity vo,
the Townsend’s ionisation coefficient a; may be very simply estimated as the ratio between g
and vg.

For the expression giving the longitudinal D, diffusion coefficient (along the direction of the
electric field E), one can consult Huxley [414, eq.(50b)].

In general, one does not need to rely on the two-term approximation nor the stationary spec-
trum assumption to obtain transport parameters of mobility and diffusion. Those, as used in
, can be estimated in regimes beyond the validity of those approximations from Monte
Carlo simulations such as described in Li et al. [588, §2.1.3|. The underlying assumption, nonethe-
less, is the local equilibrium with the electric field E(¢,r) (and gas characteristics) at a given
time and position (¢,r).

For instance, electrons in a gas at reduced electric fields near conventional breakdown (~
100Td) reach a stable velocity distribution in a matter of < 10ps (see our relaxation time
chart . One can generally assume in a discharge that the electron kinetic distribution at
any instant and position (t,r) conforms to the local electric field. From there, the transport
parameters p.(E), D,(E) are made functions of the electric field.

This enables a very computationally efficient coupling of Monte Carlo particle codes with
fluid simulations as the former yield the transport parameters as input to the fluid equation
, which are then used to derive the field E from Poisson’s equation of the electronic n,
and ionic n; densitied’] [588] eq.(23)]:

—ene + en;

V-E= (2.134)

€0

*Note that in this case, the ionic density comprises the ionisation degree of each ion, so for instance doubly
charged ions would be counted twice in n;.
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Notwithstanding, the place where large inhomogeneities are concentrated on small spatial
scales is at the streamer head or ionisation fronts. There, non-local effects may be important
[686]. This occurs when electrons of higher energies, generated in a region of high electric
field, escape the region and penetrate neighbouring zones where the electric field is screened.
In these zones, the electron distribution in velocity is not in equilibrium with the local electric
field and one needs to include corrections due to such non-local displacement [586|. For greater
accuracy, it is rather necessary to describe the full kinetic electron distribution and recur to
Monte Carlo simulation of high-energy electrons to unveil the physics at play 281, 587]. The
latter requirement, namely modelling the high-energy tail of electron swarms, is at the core
preoccupation of the first part of this thesis. Further discussion of modelling low-temperature
plasmas in the fluid approach can be found in Robson et al. |781].

In the next chapter [3], we explain how our particle code is implemented numerically and how
to retrieve EEDF and swarm parameters from the simulation results.



Chapter 3

Numerical Modelling

After having presented several aspects of the physical model used to describe electron swarms in
electrified gases, the present chapter regroups the various methodologies used to implement this
model numerically.

The structure of the code is as follows. We store the electron swarm information into a
structured array of Ng rows with the following entries:

e Initial conditions

— tp : initial time of creation
— 1o : initial location of creation (useful to locate positive ions)

— €o : initial kinetic energy (useful to runaway statistics)

e Current conditions

t : current time
— Ots : free flight time (till next null/collision event)

— r : current position

v @ velocity direction (unit vector)
— Kinetic variables

€ : current energy
v : velocity (norm)
p : momentum (norm)

~ : Lorentz factor ([2.16a))

— w : super-electron statistical weight

EE S

— A boolean value indicating whether the electron is destroyed or alive

The array is passed to routines who perform operations such as propagation in an electric
field (3.1), collisions (3.2) and scattering ((3.2.3)), or calculation of collective swarm properties
(3-3). These tasks are explained in the ensuing sections.

The swarm simulation is orchestrated by a minimal time-step ¢ which we recommend to
take as the inverse of the maximal collision frequency:

1
ot = where  Vmax = max (0ot (€) VNgas) - (3.1)
Vmax €

89
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3.1 Electron Motion

The free motion of an electron in an electromagnetic field has been exposed in section 2.2} In
the context of thermal runaway, we only focused on the acceleration in an electric field E ||
aligned with the z axis in gases at atmospheric pressure.

We consider an electron whose initial position is rg and momentum pg forms an angle cos xg =
po - E/(poE) with the direction of the electric field. After a time interval At, the electron state
is described by:

p=-cEAl+pg, (3.2a)

A

_E 9
= + —_— —_
r=ro+ —nme (v =)

p.c (—po cos xo + eEAt ++/(meyo)? + (eEAt)? - 2pge EAt cos XO)
+=——1In )

(3.2b)

el mecyo — Po COS Xo

The vector p, is the component of pg which is perpendicular to E: i.e. p, = (po—pgﬁ) Cos X0)-

In practice, the time interval At is sampled from the mean collision time from the null collision

method as described in the next section (13-3))-

3.2 Sampling of Collisions

The collisions are modelled as stochastic processes regardless of the electron energy. That is,
we do not approximate high-energy scattering and collisions through a continuous friction force
(12.72)).

Every collision is described by a discrete set (or continuous distribution) of possible outcomes
to which a probability (or probability density) is associated. Every time we need to sample the
outcome of a collision event from a certain probability density distribution p(¢) of a quantity ¢,
we sample the value of a random variable X, uniformly distributed between 0 and 1. Instances
of X will be denoted by x with 0 <z < 1.

3.2.1 Null collision

From the discussion in section [2.2.3| page we realise that one cannot simply use the total
collision frequency vio(€) = Otot (€)NgasV, to sample the next collision occurrence of an electron
whose current energy is . This is because (i) the electron velocity v varies during the flight time
due to acceleration by the electric field and (ii) the cross section oo (e) varies with energy (and
may promptly vary near resonances).

Nevertheless, one can perform a stochastically equivalent method to the sampling of an
electron’s collision with the so-called “null-collision” technique proposed by Lin and Bardsley
[591] and further developed by Koura [537] and Koura [538|. Since the total cross section o
of electron interaction with the gas molecules is known, one can find the maximal total collision
frequency vpax of that electron within the gas in . Thus, one knows the maximal rate at
which an electron may collide on average with a molecule. This maximal rate gives a baseline
for sampling randomly collisions of any smaller rate.
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The null collision technique proceeds as follows:

1. Sample (with z) a mean free flight d¢¢ from a Poisson process at a vyax probability rate
per unit time:

~In(1-=z)

Vmax

Ote = (3.3)

2. Let the electron propagate by this free time dt¢ in the equation of motion (3.2). The
electron is now at a new energy ¢’.

3. Sample (with another x’) whether a physical collision ought to take place at the energy &’
from the total cross section:

(3.4)

oot (e)V { Teon <@’ A physical collision is sampled — proceed to step [4]
Teol] = ————
Vmax

Teon > A “null collision” event — return to step [I]

4. In the case ' < Teon = Otot (€") V' /Vmax, then recycle the randomly sampled 2" through:

!
14 x

x (3.5)

M
Leoll

and use z” to select which collision has occurred with algorithm

These steps are repeated as many times as necessary until the mean free time 0ty sampled
from exceeds the minimal timestep dt from at the current time of the simulation as:
t + 0ty > Npdt where t is the current time of the electron and Ny the current clock (counted in
minimal timesteps 0t) of the simulation. Therefore, the particular choice of d¢ has no physical
influence on the simulation.

The null collision technique fills the space of collision processes with an imaginary “null
collision” whose presence accounts for the variation of the true collision frequency r4ot(e) of
an electron at any energy €. For a clearer introduction, there are numerous useful graphical
explanations of this methodology available in the literature |588 |677, fig. 6, fig. 1].

From the z”" value of step 4, we now proceed to the selection of the collision type which is
explained in the next subsection.

3.2.2 Discrete

We consider a discrete set of processes s; with i = 1..N.. Each process s; has an occurrence
probability p;(¢) which depends on the electron energy.
We define the cumulative sum C; of probabilities:

i
Ci(e)= > pe(e) and Cp=0. (3.6)
k=1
From a randomly sampled instance x”, the process s; that shall be selected verifies:

it Ciq<a’ <C; (3.7)

Since, most of the time, the processes are not uniformly distributed p;(¢) # p;(e) for i # j,
there is no straightforward way to select the process s; than through an iteration loop over 1.
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on frequencies v, in standard air
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Figure 3.1: Relative proportion all of electron-molecule collision cross sections in ambient air
according to importance of collision type and abundance of species.

This iteration is applied concretely to select which collision event ¢ occurs when an electron is
bound to collide after having successfully undergone the test step 13| of the null collision
method. The probabilities are the ratios p.(e) = o¢(g)/0ot0t(¢) for the collision c.

In order to be efficient, the collisions with most important cross sections and most abundant
species are ordered first in the iteration list. The relative importance of cross sections can be
visualised on figure[3.I] where the coloured areas represent the proportion of each collision process
to the total cross section in ambient air. From bottom to top, the cross sections types have been
ordered so as to have the most important ones at the bottom (first in the list).

Our ordering algorithm sets the priority in the following way:

1. Elastic

2. Ionisation

3. Attachment
E < By 4. Vibrational (v=0-1,2,...)

5. Electronic including Dissociation (&, ascending)

6. Bremsstrahlung

Evidently, at low electric fields E below the conventional breakdown FEyx ~ 3MV /m, there is no
or little ionisation since the average electron kinetic energy is in the eV range. Then, it makes



3.2. SAMPLING OF COLLISIONS 93

no sense to put the ionisation cross section second in place. In this case (E < E), the ionisation
events are moved to the penultimate place of the list (before Bremsstrahlung).

Another application of the discrete sampling is when selecting different levels of
partial ionisation due to a particular subshell (of binding energy B;) of an atom/molecule; or
when selecting a vibronic transition 0 - v" from the same electronic level.

For ionisation, we compute the cross sections o; for each subshell ¢ according to from
the model developed in the second part section [L1.5]

For excitations, we use Franck-Condon (or transition probabilityf7]) factors which are assumed
independent of the electron energy (see appendix and references throughout .

3.2.3 Continuous

The generalisation of the previous situation to a continuous distribution of processes is not diffi-
cult. The probability distribution of the processes labelled by a continuous variable ¢ constrained
to the interval [(p, (1], is noted as ((;e), which depends usually on the electron energy.

We define the (normalised) cumulative integral C'(¢;e) by :

, ¢ ,
C(Gre) = [C p(Ce)de for¢efCo, ] with  C(Crze) =1 (3.8)

The selection of ¢ in a random event sampled at x consists in reversing the integral equation:

z=C(Ge) = f< Ocp(c;e)dc (3.9)

Naively, this would require each time to find the root of C (¢) -z = 0. Fortunately, this costly
method can be avoided by resorting to either of three more practical solutions to revert (3.9)).

A) A simple, yet accurate analytical expression can be found for C (¢;e) and then reversed to
express R(x;e) = (.

B) The function R(z;e) can be approximated by an analytical expression, typically a polyno-
mial.

C) The last resort is to store R(x;(g)) on a uniformly sampled grid (with a scaling transfor-
mation 7 (&) on the energy ¢ if need be). Then, a linear interpolation on a uniform grid
can be as fast (or faster) than an analytical expression. The main drawback is memory
consumption though it did not pose any problem for our purposes.

Thus, we concretely used the solution C) for three different applications:
I. Scattering: when sampling the angle 6 (standing for () of a differential cross section do/d€:
0d
fo d—;(@;e)sinﬂde

x = (3.10)
T do .
fo E(G,s) sinfdé

Due to the axial symmetry in scattering events, the azimuthal angle ¢ is sampled uniformly
as @ = 27x.

*Careful that a Franck-Condon factor is given through the approximation underlying (D.5]), whereas a tran-
sition probability Px./(0 — v') can be estimated experimentally. Thus their values are not necessarily equal.
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At energies above 10keV, we indulged in using the analytical reverse formula of a screened
Rutherford expression (11.4) whose shape we fitted in order to reproduce the average
scattering cosine (cos#) of our computed DCS in the high energy Born approximation

from section [[1.1.4l Thus:

.
T with 7=

0 10keV)=1-2———— —
cosf(e >10keV) x1_$+ﬁ (2ka)?

(3.11)

where a is to be picked from the first row of table but not without reading sec-
tion [11.1.4] so as to understand the implications and premises.

II. Excitation continuum: sometimes, the energy £ lost by an electron in an excitation is

distributed continuously over a segment [&y,&1], (€ stands for ¢). This is the case of the
Schumann-Runge continuum and Herzberg pseudo-continuum of molecular oxygen.

The cumulative integral of the generic probability distribution given in ((11.66|) is:

, £

Cu(®)= [ (C-&)'(¢-&)*dC, (3.12)
~ 1 [ (E-&) (&r1-&) (& —5)2 (s+3)(s+2)(s+1)
=(€-5&) 1( s+30 (&-28)-2 ;+20 " 1s+10 ) 2(& - &y)s3 ’

The difficulty in reversing this equation forced us to use a uniform sampling in the cumu-
lative space.

Note that when the electron’s kinetic energy lies below the maximal excitation energy loss
€ < £, one has to restrict the integral to ( < e. Then, the uniformly sampled variable X
must be rescaled down to C'(g). This is explained again in the next chapter section

III. Ionisation: requires sampling on the secondary electron’s kinetic energy 2. This time, the

technical difficulty is that one must sample in a region of two-dimensional space g xe2 of the
incident and ejected kinetic energies, which is not a rectangle product since g5 < (g9 — B)/2.
We circumvented this problem by defining the ratio of the secondary energy to its maximal
value:

262

55580_3-

(3.13)

Thence, we generated a 5000 x 1000 matrix M., ¢_ of [e9, ] values for the initial energy of
the electron prior to ionisation £¢ € [I,emax ] and normalised secondary energies & € [0, 1].
The values in gy were logarithmically spaced whereas a transformation & = (107 - 1)/9 was
used from a uniformly distributed variable x € [0,1] so as to have an enhanced resolution
at small & which are more probable at higher energies.
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Given the matrix M, ¢ , we computed the cumulative integral éRBEQ* of the RBEQ*
model which is:

= do eo—B
Crepq+(0, &) = f ﬂdg . where 62:§€( 02 );

dra2a®N mc? B? B? B?
:”9—2[Q(1H(M)_5§+Cd)(1_ " 2__2)
B 2 2B (e2+B)? (e0-€2)* €5

(1o B ()G (),
Y

ea+B  (eg—¢€2) &0 mc? ¥%(ep + B) (0 —€2)B

(3.14)

Whenever we need to sample e for a given €y, we inverse the interpolated C/'RBEQ*[M(SO&]
matrix and retrieve g5 from ([3.14]).

For the secondary electron’s scattering angle cosine cos 2, as remarked in section on
pages 492 we use equation (2.66). The cosine of the primary electron cosé; = cosf,,

on the other hand, is simply obtained from the conservation of momentum ([2.62)).

This concludes all the necessary algorithms used for the electron interactions with molecules.
In the next section, we present methods to calculate average collective properties of the electron
swarm and handle the swarm as a whole.
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3.3 Swarm

3.3.1 EEDF

There are plenty of ways one can compute numerically the electron energy distribution function
(EEDF) from of a given swarm. One could compute the histogram in velocity norm space
or in energy space and then convert it to the EEDF. After trying various methods we chose the
most efficient one that we use throughout the thesis.

Given the set of kinetic energies €,, and weights w,, of our Ng super-electrons, we first calculate
the density in energy space h(e) through a histogram.

The histogram bins’ edge positions b, ; are determined either:
a) according to Knuth’s binning rule [514} eq.(32)|, with a fixed bin width b, = b j+1 — be 4

b) or through the Bayesian method [807] for a more robust representation |756, figs. (1-2)],
with a variable bin width.

For spectra that extend over several orders of magnitude in energy, we use a constant bin width
on a logarithmic scale in electron energy (d(In¢)) instead of in the linear scale.

To obtain the EEDF, we use the differential correspondence:

d(e3?)
3/2

fe(e)Vede = g(e) de = fe(e) =g(e)de, (3.15)

which becomes, in the numerical world where de becomes a 0b; = (bzj+1 — be i), i.e. the interval
between the consecutive bin edges b, ; and b ;41:

ob: 3 3 bejis1—bey
fe(e)=9(e)—=7==9(e)s—5——=5 where b.;<e<b.is. (3.16)
6 602 T2, -6 R

If, on the other hand, we used a kernel density estimator, we would have simply divided the
kernel density k(e) by /e: i.e. f-(¢) = k(¢)/\/e. A major drawback from kernel and Bayesian
blocks, is that their computational time becomes immoderate at the typical number Ny ~ 5 x 10°
of super-electrons that we simulate.

In general, we preferred using the fixed-width Knuth histogram (in linear or most often in
logarithmic scale) because it also enabled us to easily estimate the variance of each bin’s height
hknuth(€) through [514, p.5:eq.(47)]:

: (3.17)

2 —
My, ) (hKnuth(e) + %)(Ns - hKnuth(s) + %)

AE(NSJF%) NS+%+1

var[hxnuth (€)] = (
from which one can attribute an uncertainty (y/var[h]) to the EEDF obtained.

We illustrate the looks of EEDFs of an electron swarm from various numerical methods in
figure The kernel density estimator is the most computationally costly.
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EEDF numerical estimation
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Figure 3.2: Calculation of the electron energy spectrum (EEDF) of a swarm (N = 5 x 10%) from
various density estimators. We compare fixed bin width histograms from Knuth’s rule |[514] and
Freedman and Diaconis’s rule [303| to Bayesian blocks of variable bin widths [807]. Also shown
is the kernel density estimation with an Epanechnikov kernel. When the spectrum extends over
multiple orders of magnitude, it is significantly better to use fixed bins on a logarithmic scale
i.e. Ine as seen on the bar plot “Knuth(Ine)” which unveils the high-energy tail up to 10keV.
All densities were calculated from the astropy.stats module on Python.

From an efficiency-accuracy perspective, the logarithmic Knuth binning histogram (light
blue on figure is the most suitable. It is fast and spans the widest range of energies
without deteriorating its accuracy.

Worthy of note, the statistics numpy module used for generating histograms uses a cumu-
lative sum to calculate the number of particles per bin. It is not optimised for the great
disparity of super-particle weights w as present in our spectra. To circumvent the issue of
losing accuracy at the tail of the spectrum sheerly due to numerical round-off error from
the cumulative sum, we:

1. invert the order of binning (starting from the end),
2. use negative energies and bin edges (so as to preserve monotonically increasing bins),

before calling the histogram module routine.

\. J

A reliable yet fast calculation of the EEDF is an essential ingredient to the good functioning of
the super-electron spectral enhancement algorithm described in the next section. This algorithm
is itself key to our investigation of thermal runaway.


https://docs.astropy.org/en/stable/stats/index.html
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3.3.2 Compaction

The reason why we use a Monte Carlo particle code to simulate electron swarms is primarily
because we want to investigate the stochastic process linked to thermal runaway as accurately
as possible. However, there are two issues that we must address:

i. First, above conventional breakdown the number of particles Ng(t) (super-electrons) grows
exponentially;

ii. Second, the fraction of super-electrons pertinent to the phenomenon of thermal runaway,
i.e. at energies above the ionisation peak in the friction force at ~ 120eV (fig. [1.10]), may
be below our maximal resolution capability (e.g. only 1 electron out of 107?).

Therefore, we devised a particle management algorithm which we described in detail in
Schmalzried et al. [813]. In this section, we will outline how the algorithm works and what
recent improvements we have brought (“Old”§ versus “New’§).

The “compaction” algorithm has a double-sided goal:

1. Curtailment: discard surplus super-electrons spawned by ionisation from the simu-
lation and maintain their number Ny(¢) close to a desired value NJ(t) and progres-
sively conduce them to a nominal value N5° (see fig. [3.4)):

tlim NI(t) =N

2. Spectral enhancement: increase the resolution gs(e) (number of super-electrons per
energy interval) at higher energies by adhering to a target super-electron density
9= (e,t) in energy space which gradually converges to a nominal distribution g<° (see

fig. :

lim g3 (e,t) = g5°()
so as to highlight the study of thermal runaway from a stochastic perspective.

To maintain physical consistency, the weights w of the super-electrons are adapted ac-
cording to the real spectral electron density ge(e) [813} eq.(3)]:

gs(e, t) [Z w(s,t)] =ge(g,t) = g5 (g, )w* (g,1) (3.18)

where the sum extends over all super-electrons present in an energy bin of width de.

Concisely, we may distinguish three quantities which are all subject to vary with time ¢:

ePhysical quantities relate to the represented electrons in swarm (see sec. [2.3.1) and which
should be left intact by the compaction process.
— Ne(t) : the physical number of electrons ([2.86));

— ge(g,t) : the electron density in energy spaceE (blue histogram i on fig. bottom),
related to the EEDF by go(¢) = f-()Ve (3.15).

*Number of electrons per infinitesimal energy interval.
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A Numerical quantities related to the super-electrons present in the simulation as a sample of
the physical electrons.

- Ns(t) :

actual number of super-electrons;

— gs(e,t) : the density of super-electrons in energy space (purple histogram i on fig.
bottom);

— w(t) : the statistical weight borne by each super-electron (may vary for each electron

even at the same energy ¢, see blue dots . on fig. top).

* Target quantities govern how the super-electrons ought to be managed according to the user
specifications. There are two types:

Instantaneous (* short-term)

— NZ(t) : instantaneous target number
of super-electrons at the time t;

g (e,t) : instantaneous target den-
sity (red — curve on fig.
bottom). There is no direct definition
of g¥(&,t), it is obtained from w* (e, t)
through the second equation in (3.18)).

w*(e,t) the statistical weight
that every super-electron of energy e
should adopt (red — curve on fig.
top) in order to reproduce the target
density g7 (e,t). It is obtained from

_ NS°°

Nominal (oo long-term)

nominal number of super-
electrons to be hosted in the simula-
tion when the steady-state regime is
reached;

9°(e,t) : nominal target density
which has an enhanced high-energy
tail as specified in (3.23)) (dashed red

---on ﬁg.;

w® (e, t) : distribution of nominal tar-
get weights w™ which depends on the
physical density ge and go° through
(13.18]).

w® in the relaxation equation (3.29).
The name “compaction” stands for two operations:

(1.) Curtailment: reduction of the overall swarm information to a smaller portion of the super-
electron population,

(2.) Enhancement: the allocation of more memory space to super-electrons of higher energies
and, therefore, higher scarcity.

Below, we consecutively describe those two objectives. At the end, we explain how they are
treated together uniformly in (3.) the compaction step.

1. Curtailment: Ng(t) > N*°

Old. In our original method [813|, we tried different ways of restricting the number Ng(t) of
electrons, where we would suddenly reduce it to the nominal value N° every once in a while. We
determined that the algorithm was optimal when the change from Ny(t) to NJ° was minimal,
and thus that the algorithm ought to be applied continuously (at every elementary timestep
ot . Nonetheless, there arises a problem at the initiation of the simulation. What if there is
a very large disparity between the initial number of electrons Ng(t =0) and N°7
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Target Weights
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Figure 3.3: Nominal target weights w® determined by the nominal density gg° set by
the user. All super-electrons whose actual weights w > w* () will be split into two, three or
more electrons. All other electrons with w < w® (¢) will undergo a selection procedure (“Russian
roulette”) based on a probability test which, if successful, will promote their weights w to the
desired value w®™.

The effect of the minimal weight ratio wpyi, is shown: it puts a minimal threshold to the al-
lowed nominal weight w® which otherwise (if wpi, = 0) would generate an indefinitely widening
magnitude gap between the commonest and scarcest super-electrons (low and high ends of the
energy spectrum).

The swarm presented is a composite of two snapshots from a simulation in argon (2.8 MV /m—
inner ridge) and molecular nitrogen (5 MV /m-outer ridge) which is why the weights distribution
appears with two ridges which corresponded to their respective target spectra in their separate
simulations.
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New. Presently, the novelty we bring is to let the target number of super-electrons be a dy-
namical quantity: NJ(¢). In this way, the algorithm will smoothly compact Ng(¢) toward N°
over several iterations as represented in figure This goes in line with our main conclusions
[813, fig.6-7] that abrupt changes are detrimental to the quality of the super-electron statistics;
i.e. they foment high peaks of fluctuation in the average a quantities presented in section [2.3.1
and used in the next section 3.3.3

Conformably, we devised a proportional-integral retroaction loop, based on control theory
[302, §4.3.4|, acting on the super-electron target number NJ(¢) which, in consequence, follows:

Imposed Control Correction

Free System
AN*(t) ——— t
—jt( ) _ Do NI (t) —osNZ (t) 1+2/€rS(NS*(t),NS°°)+/€?[ S(NZ(t),N2Yat' |,
t—tm

proportional

integral
(3.19)
with S(Ns(t), Ng°) =log Ve | the deviation term, (3.20)
S
1
and tp, = — the memory retention time. (3.21)
Usky
(by default kK, =3 : the compaction reactivity.) (3.22)

In this way, we emulate the evolution of a system (our ensemble of Ng(t) super-electrons) which
normally grows at a steady exponential rate given by v (2.96]). This system is controlled retroac-
tively by a proportional term and converged by the integral term. It is inspired from the retroac-
tive loops used in automation engineering |302, §4.3] in order to stabilise a property of a system
(Ns(t) in our case). If the system (our simulation) incurs a perturbation, its response in the
immediate moment is to initiate an exponential decay that counters this perturbation.

Conceptually, our application of control is atypical. In control theory, the equation
determines the response function of the system to a prompt perturbation (Heaviside function).
Here, our system’s response is virtually immediate because at any time, we can decide to curtail
as many super-electrons as we wish. To prevent such an abrupt behaviour, we compute a desired
theoretical response function N (¢) which serves to determine the evolution of Ny(t), which in
turn at the next timestep will predict yet another path for N (¢) and so on...

Also, our retroaction in the second term on the right-hand side of is heavily non-linear:

e the deviation function S(Ns(t), N$°) (3.20)), instead of a linear difference Ng(t) — NJ°,

e the memory retention time ¢y, (3.21), which in a linear system would be infinite (going as
far as the initial conditions of the system).

The coeflicients of the non-linear system have been determined by trial and error so as to yield
a subjectively swift yet gradual convergence to NJ°. We left only one parameter k, freely
determinable by the user which we call the “compaction reactivity” and is set to 3 by default.
The promptness of the response function depends on the instant super-electron multiplication
rate g(t) at the time ¢; not to be confused with the physical exponential growth rate 7, of
the swarm. The system is vulnerable to fluctuations on 75(t). For instance, the response function
calculated by our algorithm would be more abrupt if we instantly added 10000 super-electrons
of MeV, because they would induce an important multiplication of super-electrons. Nonetheless,
the response of the system to initial conditions in disequilibrium (Ns(¢ = 0) # N°) is relatively

smooth. An example of a run with initial conditions Ns(¢ = 0) = 4/3Ng° is shown in figure [3.4]
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Smooth compaction in argon under 2.5 MV/m
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2. Enhancement : gs(g,t) - g°(¢)

The EEDF of a typical swarm in an electrified gas will decay at an exponential rate steeper
than a Maxwellian but not as steep as a Druyvesteyn distribution . In numerical
simulations, this would mean that if we wanted to increase the maximally observed energy emax
of an electron in the swarm by a factor £, we would have to increase our number of super-electrons
by an exponential factor exp(§).

Ideally, we would like to have a totally different dependence, for instance that increasing epyax
by a factor & only requires to increase Ng by a factor In&. This is what motivated us to propose
the following (nominal) target spectrum in [813, eq.(18)]:

N 1

9 () = ecln(l+eqfec) 1+efec’

(3.23)

Cutoff energy : €c=15eV,
where : N )
Upper energy eq : 2,5 (en <&q) =qNs, with 0.92<¢g<1.

It is a logarithmic distribution with a cutoff energy €. = 15eV around the ionisation thresholds of
constituent molecules and atoms in air. This spectrum (3.18]) emerges naturally from the desire
of having an equal number of super-electrons per logarithmic energy interval from its cumulative

distribution:
In(1+e¢/ec)

9" (=) = In(1+eq/ec)

which obviously has to be curbed at lower energies by €. and restricted to an upper boundary ¢

(3.24)
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in order to be normalisable. This upper boundary €4 is not a fixed quantity but adapts to the
swarm. It is the ¢ quantile of the super-electron distribution in energy.

In specific cases, it may be interesting to have ¢ < 1 which is robust against spectra with large
unoccupied gaps in the energy spectrum. This is useful for the study of concurrent runaway MeV
electrons in coexistence with a bulk thermal population at low electric fields below conventional
breakdown (as in fig. . Having g < 1 does not imply more freedom on the statistical weights
of the last 1-g¢ fraction of high-energy super-electrons but less strain] on the target weights w®
of high-energy super-electrons, who would otherwise be significantly lower. Visually, the strain
exerted on the weights w corresponds to vertical distance between points lying above the green
curve on the top graph of figure 3.3

The target weights w™ are related to the real electron conservation equation by :

w™ (e, t) = min (Z:o(f(f)) , wfnin(t)) , where w); (t) = Ne(t)wmin (3.25)
S

What critically restricts the strain is the absolute minimal weight w; . (). It expresses the fact
that a super-electron may not represent a smaller number of real electrons than w?, (¢). This
minimal weight depends on the total number of real electrons Ne(t) and the minimal relative
weight wpin. The effect of this minimal weight is conspicuous on figure [3.3] both on the target
weight w* (top) as on the spectrum ¢° (bottom) from the green (—) and orangered (—)
curves. While the user is free to fix the (relative) minimal weight wpi, at will, this value should
be physically meaningful. For mere illustration, we show in the next chapter section [£.2] what
happens in case one lets wpyin = 0.

The minimal threshold wyp,;, affects the target spectrum ¢$°(e,t) through and .
Although it is impossible to predict with exactitude, g<° (e, t) will nonetheless decay exponentially
at the same rate as the high-energy tail of the physical spectrum gq(e,t) of the swarm. This
is because once the statistical weight reaches the constant threshold w’, , the super-electrons
directly reflect the physical spectrum. This exponential tail is visible on the right side of figure[3.5]
and thus explains the orangered broken tail of the target spectrum g¢° on figure [3.3}bottom.

3. Compaction

As we said earlier, curtailment and enhancement performed together constitute a compaction
step. Curtailment consists in removing super-electrons stochastically and raising the weights of
those that permainm Enhancement is performed by increasing the number of super-electrons at
a certain energy and dividing their weights.
From a given distribution of nominal target weights w*(e,t) , we may estimate:
w(e,t)

the desired change in the number of super-electrons = ﬂ , (3.26)
w>e(e,

For each super-electron of weight w, energy € and at a time ¢, there are two possibilities:

1) Curtailment: when w < w*, this means that these super-electrons are too numerous and
will have to be discarded according to:
w(e, )
w®(e,t)
*If a super-electron is under “strain”, it will be split into fragments of smaller weights. The stronger the strain,
the more fragments will be produced.
f“Permanere” in Latin: “to continue to be”. Although still present in most Latin languages, English contented

itself with its closest sibling “to remain”. Nevertheless, “to permain” evokes the ability to pass through, endure;
which I thought corresponds astutely to the meaning ascribed here.

the probability of vanishing : P*(g) =1 - (3.27)
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Gradual compaction according to time span
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Figure 3.5: The intensity of the compaction depends on the time span given §t. After an infinite

time the super-electron energy density, in tones of violet gs(t) I, g5, converges to the desired
t—o0

spectrum and at the same time Ng(t) —— N°. Meanwhile, the physical spectrum, ge(¢) in
tones of blue, is preserved on average as it should. The midline separation enables to see,
on a logarithmic scale, the enhancement of the spectrum at higher energies by comparing the
magnitudes of the violet gs (super-electron) to the blue g, (physical electron) curves.

2) Enhancement: when w > w®, this means that there is scarcity of super-electrons and
an average ratio of (w(e,t)/w*(e,t)) more, will have to be added by splitting existing
super-electrons into two or more and distribute their weights evenly.

Old. In our original method [813, eq.(7)| the target weights w®(e) were obtained according
to from the nominal spectrum gg°. The algorithm, written in Python, that instantly
compacts a spectrum gs to ¢g$° is accessible on https://osf.io/c6wyh. Again, this means
that if the current distribution in super-electrons gs is very different from the nominal ¢$°, the
compaction will be very strong: a lot of super-electrons will have to be discarded to make space
for those that are to be added.

New. Just as in the curtailment paragraph on p. Ns(t) gradually converges to N° on
figure so should the compaction bring the spectrum gs(e,t) smoothly to g°(¢) as illustrated
in figure Instead of adopting the perspective of a target spectrum g7 (e, t) it is easier to
think at the level of individual super-electrons.

At a given time t, each super-electron at an energy ¢, is expected to adopt the nominal weight
w*(e,t) determined by equation . This weight w* depends on the physical spectrum
ge(g,t) which can fluctuate. Nonetheless, we can expect that g, will relax very quickly to a more


https://osf.io/c6wyh

3.3. SWARM 105

or less stable distribution increasing exponentially but uniformly. Under these conditions (steady
or slowly varying ge), we may imagine that the super-electron will follow an instantaneous target
weight w* (e, t + 6t) bounded by two conditions on the interval of time considered dt:

(}gn%)w*(e,t +0t) =w(e,t), (3.28a)
&ltim w¥(e,t+dt) =w™(e,t) . (3.28Db)

Still, we need to decide how fast should w*(e,t) converge to w* (¢). We do this by ascribing a
relaxation time 75 to the target weight w*(e,t). Taking into account the boundary limits ((3.28)),
the expected number of super-electrons relaxes as follows:

The relaxation time may be chosen as one wishes. It may, but needs not, be equal to the
relaxation time of Ng(t) as in (3.19). Presently, we set it as:
1
Ts = , (3.30)

Vgky

where we remind that the compaction reactivity , = 3, but can be adjusted to one’s preference.

From w*, irrespectively of whether w S w*, we define a generalised ‘probability’ P* (e, 6t) both
for curtailment and enhancement by replacing w* in with w*. The resulting probability
now depends on the regular time interval 6t chosen for performing the compaction (we recommend
using . The compaction algorithm works in the following way.

A compaction step on a time interval §t involves a test based on the vanishing ‘probability’:

P* (e, 0t) = (1 - “’(5’”) (1 —e‘fs) (3.31)

w*(g)

For every super-electron n roll a uniformly distributed random variable z,, € [0;1] and
consider the individual generalised probability P} = P*(e,,) of vanishing.

» Curtailment 1> Py () >0 :

x, <Py the super-electron is discarded : wy,(t +dt) =0
xn > Py the super-electron permains (survives) : wy(t + 0t) > w*(ep,t + ot)

> Enhancement (splitting) P (0t) < 0, the super-electron is split into :

wn(t)
[P
wn(t)
[P

xn <[Pr|%1  [|P;]] fragments : wy, (t + §t) —

xn > [Pr|%1  ||P;]]| fragments : wy,(t + §t) —

In the last equations of the frame, ‘a%]1’ represents the fractional part of the real number a,
‘la]’ the floor and ‘[a] the ceiling.

With this probability P dependent on the time interval 6¢ (chosen as, we show in ﬁgure
how the enhanced super-electron spectrum gs gradually converges to gs° (orangered ---). The
convergence rate is determined by the super-electron relaxation time 7.
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3.3.3 Transport Coefficients

Transport coefficients obtained from swarm Monte Carlo simulations may be used in the fluid
model to emulate self-consistency through . Such codes combining fluid and
particle simulation are called hybrid code, of which the work by Li [585] is a prominent example.

Although we did not undertake this route of investigation, we nonetheless calculate transport
coefficients in order to compare our results with kinetic solvers (sec. and experimental data
(sec. . The third use of calculating transport parameters is to compare how swarms behave
under different gas conditions (sec. .

Reflecting what we highlighted on page we distinguish the flux and bulk transport coef-
ficients as derived from our swarm statistics [588] p.1026:eqs.(11-7)]:

Bulk coefficients : averages
) dr o
Flux coefficients : averages ~peE =vq =~ <dt> (V) + (VeT — DoT) (3.34a)
—eE=v~(v)zv (3.32a) D = 1<d(r - r)®> 1 (dr®) 1<dr®>
D, ~(D)+D 3.32b 2 At 2" di dt
D,~(D.)+D, (3.32b) (3.34D)
Flux coefficients : samples .
E— Bulk coefficients : samples
1
~fE=v = A > vawn (3.33a) V4 =V + Uel — T (3.35a)
_ ¢ =t Dy =TV -T®V + VI — 7,10 (3.35h)
D.=rev-rev (3.33b)
1 DNs Bulk coefficients : coarse
=— > (rp,-1)® (v, -V)
e n=1 AF
(3.33¢) Va = (3.36a)
p, . A1) 3.36b
Do ———— (3.36b)

The hazy notation requires some clarification. As a preliminary, one can view a graphical
representation of the various concepts on figure for a concrete simulation data in ambient
pure Ng above conventional breakdown.

Then, we remind the following conventions:

e v : the average instantaneous velocity of the swarm from all super-electrons (2.90). There-
from, any overlined property e.g. r,r® is given by the average:

1

®=— Z Ve(En)r2wy,

enl

(v) £V : the mean and standard error over the Ny, samples of the average instantaneous
velocity v.

e v : the ideal statistical fluz velocity of the swarm, corresponds to the mean (v) over an
infinite set of samples from swarm experiments (under identical conditions).

e vq : the bulk drift velocity of the swarm given by the overall displacement of the swarm’s
centre of mass T.
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Derivation of transport coefficients
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Figure 3.6: Derivation of flux (v)+v velocities from the 9948 samples of the average instantaneous
swarm velocities v for a swarm of Ng ~ 500000 super-electrons in molecular nitrogen. The bulk
velocity vq differs from the flux velocity due to the growth of the swarm.

We have already described the difference between v, (v) and v in the previous chapter
section 2.3.1] We remind that the 95% confidence interval of v lies within ~ +2v: i.e. two
standard errors about the mean (v).

To suppress possible correlation between measurements vy, they are sampled at a minimal
time interval of ¢y, = 4 ps. This time was determined by:

tmin = 5/Vmin s where Vmin = 6I>I;imri1n(naira-tot(g)V) s
is an estimation of the minimal collision frequency of an average electron in the gas. The energy
Emin ensures that this frequency is not zero (at € = 0). For simplicity, we set emin = kpTair3/2,
although this energy could be a monotonically increasing function of the electric field. The
minimal time ¢y, is a loose estimate of the swarm’s memory retention time of its microstate at
a previous time tyi, ago, when the swarm is assumed in a steady state.

The estimation of diffusion tensors relies on the dyadic product . We see that with this
definition of the dyad, the diffusion tensor is not symmetric.

In the present case, with our reference frame where E || z, symmetry implies that only
diagonal elements of the diffusion tensor are expected to be non-zero; giving only two independent
coefficients: the transversal D, (in any direction 1 E) and longitudinal D, (in both directions
| E). Thus, we may write:

D, 0 0
D=0 D, 0]. (3.37)
0 0 D,
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In presence of a magnetic field, the situation is quite different. One can consult Bittencourt |73,
p.645-7] where the diffusion tensor has diagonal and antisymmetrical elements in virtue of the
rotation induced by the magnetic field. In the general case of arbitrarily oriented magnetic and
electric fields, all elements are expected to be non-null.

Flux coefficients are derived as statisti-

cal averages (12.99)) using (3.32H3.33)) over

the Ny, samples extracted from our sim-
ulation in steady-state regime.

[ee]

~
1

(o)}
I

The detection of the regime is quite
straightforward as seen on figure We
detect the “flat” region’s onset where:

(521
1

w
1

|& — median[&]] < iqr[£] . (3.38)
—— Ar at 300 K under 5 MV/m

air at 3000 K under 3 MV/m
—— N5 at 10000 K under 2.8 MV/m

N
1

The “iqr” is the interquartile range.
This cheap requirement would not be ro-
bust on every data in general, but was
found to fulfil satisfactorily our purpose
in all our simulations. It mainly works
thanks to the fact that the mean kinetic Figure 3.7: Steady-state regime (coloured region) de-
energy € fluctuates little around its mean tection based on the mean kinetic energy in ,
(see figure[3.7)on the side) as can the drift illustrated for simulations under diverse conditions.
velocity in figure for instance. The grey zone is classified as a rapid transient relax-

ation lapse.

Mean Electron Kinetic Energy (eV)
= IN

00 0.02 004 006 008  0.10
Time (ns)

oo

Bulk coefficients on the right side of
(3.35)) are seen to be related to the flux
samples on the left, but with the
additional contribution from the relative growth rate of the swarm v, .

In principle, the derivation of bulk diffusion coefficients from a simulation could stem from
equations (3.34)) and (3.35)); and performing the averaging over samples (...) as in just
as we do for flux coefficients. This was however not the method we chose. To begin with,
the fluctuations of 7, are more important at lower electric fields because ionisation comes from
electrons of higher energies, whereas bulk properties of diffusion and drift are attributable to
all electrons regardless of their energies. Statistically, this means that our estimation of 7, is
deteriorated in quality (see p. . With the algorithm of particle weights described in the
previous section [3.3.2] the resolution of the electron high-energy tail is enhanced.

Notwithstanding, the fluctuations over 7., howsoever attenuated, are amplified anyway when
multiplied by the centre of mass’ displacement T as in . The bulk coefficients would then
be obtained from the subtraction of two quantities vor — Vot whose fluctuations are amplified as
time flows. This is why using (3.34) and (3.35|) to derive bulk coefficients is deprecated.

Instead, we use the ‘coarse’ method based on the average displacement Ar and spread
A(r® - 72) of the swarm over a lapse of time At. This actually corresponds more closely to the
overall effect of transport parameters which is measured experimentally. Further information
can be found in a dedicated subsection [7.3.1] to swarm experiments in the second part, together
with the references therein.
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Derivation of bulk diffusion
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Figure 3.8: Linear regression over the steady-state region in a simulation in order to derive the
bulk transversal D, and longitudinal D, diffusion coefficients with (3.36)), but with (many) more
sample points (Ny, = 9868). The notation Ario is a shorthand for 72(tg) — 72 (o).

To make our estimations less “coarse”, instead of using two points only, we make a linear
regression on the steady state region determined through . The present method, illustrated
in figure is an improvement over Li et al. eqs.(11-16)], which allegedly relies only on
two points and thus informs not about the uncertainty. This improvement is of fundamental
importance since because of our spectrum tail enhancement algorithm (compaction), our bulk
data is contaminated with more noise (see discussion in previous subsection .

The same method is used for estimating the swarm exponential growth rate 7,; a linear
regression on the logarithm of the number of electron In Ne:

N Aln N,
S TAL

which is exemplified on figure [3.9] for various electric fields in pure argon.

We note that higher order transport coefficients may also be calculated as done in Kawaguchi
et al. , p.10-11:83.3] which is useful for comparison with leading-edge experimental results
from the same research team [483].

The extraction of transport coefficients concludes the numerical algorithms and methods used
in our simulations. Before moving to the results chapter ] we dedicate the next chapter [ to
tackling some issues and important remarks relative to the implementation of our simulations.

(3.39)
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Avalanche Rates in Argon
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Figure 3.9: The derivation of the electron multiplication rate v, from the exponential growth
of the swarm is very accurate due to the attenuated fluctuations of In N, from the logarithm.
The grey dash-dotted curves (—-—) show the linear regression from which the multiplication (or
‘avalanche’) rate v, is derived.



Chapter 4

Scrutiny and Examination

In the process of implementing our model of electron swarms in electrified gases, there are many
hurdles to overcome and issues to handle. Some may be related to the intricacies of the numerical
model whereas others stem from more fundamental questions. Before we present results, we must
be very vigilant of how they were obtained, what assumptions do they rely on and what could
put their relevance under question.

In this chapter, we discuss and regroup specific issues related to modelling and how we
handle them concretely. It is divided into three parts:

° : the representation of cross sections and collisions,
° : the handling of super-electrons,

° : assessment of our model: code together with cross sections.

. J

Here, we first focus on some fundamental physical aspects such as cross section coherence,
collision rate consistency, energy conservation, axial symmetry, etc. Then, we compare transport
swarm parameters with a kinetic solver named BOLSIG+ and with experimental data of swarm
experiments under ideally uniform conditions. In the next chapter [5| dealing with results, we
will expound further the underlying hypothesis of the model in relation to plasmas in electric
discharges.

4.1 Cross sections

The cross sections (CS) we use are stored in files each specific to a species. Those files are freely
available and will be uploaded to the [LXCat server in the near future. We use two formats and
their combination:

e Numerical: two columns, [electron energy £[i] ; cross section o[]].

e Analytical: one row of parameters to be used in either of (11.61{{11.64} [11.120)]) for electronic
excitations or impact ionisation.

e Hybrid: numerical table at low energies to be extrapolated by an analytical formula at
high energies (typically elastic and total cross sections).

111
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Whenever possible, we recommend using a log-log interpolation schemd}

log(a[i +1]/a[i])
log(e[i +1]/e[i])
except at threshold of course, when o[i] =0, where a linear interpolation is needed.

In the following subsections we discuss the proper handling of cross sections near threshold,
the consistency of a set of cross sections and a few words on the scattering (differential) CS.

o(e) =oli]exp (log(e/a[i]) ) for eli]<e<eli+1],

4.1.1 Near threshold

The most important rule to verify for a cross section near threshold is that it annihilates at
the very least at its excitation threshold &,. Failure to comply with this rule will cause some
electrons to exit a collision process with a negative energy and completely ruin the simulation’s
statistics. Although this rule seems very simple and obvious, it can be put in danger as the
description of a process becomes more involved.

In the most rudimentary description, a collision process is simply a double-column table with
the incident electron energy e[i] mapped to the corresponding cross section o[i]. In this case,
one just needs to include a sanity check in the code to ensure that:

oli<ig]=0 where e[i] <& Vi<io (4.1)

If the cross section is defined by an analytical fit f,, the problem amounts to verifying the
identity fo(e <&m) = 0.

As the modelling became more sophisticated, there were three situations in which this rule
had to be enforced by other means: partial excitations from a vibronic band or from ionisation,
rotational excitations and deexcitations.

Partial excitations

To make the code more efficient, some excitations are grouped together under a common cross
section. This is the case of vibronic bands. Some databases on LXCat (Phelps, Biagi) divide the
bands into subgroups with a common threshold as for instance No(A 3%F :v =0 - 4; v =5-9; v =
10—...). Then, the problem poses not itself. In our case, we subsampled the vibronic threshold
in a band from probability ratios (either Franck-Condon-based or experimentally-based). There,
the threshold had to be manually adjusted after sampling in order to lie always below the incident
energy.

The most critical case was the Schumann-Runge continuum (and also the Herzberg pseu-
docontinuum) for Og, whose excitation probability density we represented with an asymmetric
shape . The energy loss £ is distributed continuously between £ = 6.12eV and £ = 9.7¢eV.
If an electron has an energy e such that & < e < &1, the energy loss £ must be sampled only up
to €.

Since the whole cumulative integral is normalised on the full [&y;&1] range, one must
rescale the instance x sampled from a uniform random variable X. This rescaling is done by
defining a new z':

t' = x/Cp(e) , (4.2)

with Cy defined in the previous chapter |j Note that the scaling for energies higher than
the maximal loss &1 < g, is equal to 1. This new z’ should be used to find from (3.9) the
corresponding loss & < £ < e.

*Unlike some databases on LXxcat that were interpolated linearly as can be seen on the “stone skipping” pattern

in figures [I6.3|[T6.7] of chapter [I6}
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A similar issue is present with partial ionisation from different subshells. We use the rela-
tivistic binary-encounter dipole model presented in the second part section [I1.5 Normally, it is
guaranteed that every partial process annihilates at its B, binding energy:

oo(e)=0Ve< B, (4.3)

To ensure that this remains true for all € < B, a mask must be explicitly set to zero for
all energies below B,. Then, the sampling of each subshell can be performed according to the

cumulative sum ((3.6)).

Rotational excitations

If rotational excitations are treated as other excitations with a well defined threshold marking
the onset of their cross section, then there is nothing to worry about.

If, nonetheless, we treat rotational excitations as an inseparable component of elastic, and
inelastic scattering (then forming rovibrational or rovibronic bands), then some additional care
must be taken. We proposed to use the spectator model in order to emulate average energy losses
due to rotational excitations in a scattering event. In this case, the probability of excitation to
a certain rotational level varies according to the angle of scattering 6.

At a fixed (rotational) temperature, one can calculate the average energy loss A&(c,0)
at a given angle # and incident energy ¢ of the scattered electron. This energy loss should
preferably be expressed as a fractional loss of € instead of an absolute value. This is because, if
this loss is accidentally subtracted on an electron who suffered an inelastic loss very close to the
excitation threshold, its energy could become negative after subtracting the contribution from
rotational and elastic scattering.

We define thus the general rule when one includes subsequent miniature energy losses:

Losses due to elastic scattering and rotational excitations should be expressed as a fraction
< 1 and be multiplied to the electron’s energy e, after the inelastic (vibrational, electronic)
threshold was subtracted.

Failure to do so will provoke the occurrence of very rare events whereupon a negative or zero
kinetic energy is attributed to an electron after an inelastic collision very near threshold. In
practice, those energy losses are so minute compared to the rest that it does not matter much to
include them in the simulation. However, for whatever reason, for example if one is interested in
keeping track of the overall energy lost in different channels and decides to include such losses,
then this precaution should be taken.

Deexcitations

Modelling deexcitations is very convenient thanks to the detailed balance formula, wherefrom
the cross section for the deexcitation between states b > a is given by (see chapter m eq|7.0)):

€

(e-(ev-ca))

This equation represents the equilibrium of electron density currents that flow after an event
that changes a molecule from state a to b and vice-versa. The statistical abundance of states
a and b is represented by the factors g, and gp. It expresses the fact that cross sections do,_p
are typically averaged over the initial g, degenerate states but summed over the g, final states.
Electrons that excited a molecule will leave with a slower speed and this is expressed by the shift
€ — (ep — &) in the denominator.

d0acs(e = (25— £a),0) = 22 doy_p (e, 0) (4.4)
9



114 CHAPTER 4. SCRUTINY AND EXAMINATION

In a numerical implementation, we can im-

Vibrational (de)excitation of N, mediately spot the danger coming from sam-

2 10° —— v=0e3 | pled values €[i] ~ (g5 — £4) = €tn. If somehow
g v=1e5 | numerical errors contaminate £[i] and ey, sep-
T 10'4 . arately so that they do not match exactly, then
R ¢ "\.'“t‘ ( an unphysically high value will contaminate
@10-1- '/ v /‘\,\\”\'\\ the deexcitation cross section at € = 0. This
O ’:' \\"x\’\'\ is illustrated in figure [4.I, where solid lines
© 1073 / \\\\\ (—) are excitations from which deexcitations
2 ! \\\ (dashed ---) are deduced. Only one (out of
S10-s | Y 50) vibrational deexcitation (v = 1 « 5) de-
> \/ / rived through got a misrounded thresh-
0 2 4 6 old value and therefrom an abnormally high

Electron Kinetic Energy (eV) value at the origin.

We recommend to check the narrowest in-
terval de in the sampled energies and after sub-
traction e[i] — ey, discard all values situated

Figure 4.1: Undetected zero-division errors con-
taminating deexcitation cross sections (---) de-

rived through (4.4)
closer to zero than half this interval.

4.1.2 Consistency

A set of assembled cross sections must obey at least two principles of consistency:

I. The sum of all cross sections must be equal to the “grand total” scattering cross section :

?
Zc Oc = Otot-

II. The elastic integral and momentum transfer cross sections are bound by the first moment

%(1 —c0s(6))dQ = 0o(1 - (cosh)).

of the elastic DCS : oy, = [, 10

Summed /Total

The first principle corresponds to the first validation standard announced in Itikawa [435]. Nev-
ertheless, Itikawa acknowledges that it can be hard to verify this relation for two reasons:

e At low energies, rapidly changing cross sections from resonant scattering can invalidate the
consistency of the summed /total CS, because of uncertainties in the energy position of the
peaks or simply because of a low resolution of datapoints.

e At high energies, the high uncertainty (~20-30%) over elastic integral cross sections can
cause a systematic mismatch with the total CS.

To those two difficulties we add a third one:

e Some measured cross sections may have overlapping contributions, that is, the underlying
processes are related. We found two major examples of such overlap:

a) For species with attachment processes (O2 and NO in our case), the three-body at-
tachment cross sections form a proportion of the resonant vibrational excitations. It
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is difficult to determine the “branching ratio” (proportion) which goes into the attach-
ment channel. The attachment cross section o3p.att should depend on the gas density
Ngas, temperature (albeit slightly) and an efficiency ratio &a of attachment per inter-

molecule collision. See part II section [11.3.4] and (|[11.43]) for further information.

Presently, we reckon that:

Under identical temperature conditions although variable pressure, the sum of
three-body attachment o3}, ¢4 and vibrational excitation cross sections oy;p (0 —
v") of an electron with an electronegative molecule in a gas should remain
constant:

Vmax

> 0vib(0 = v") + o3p-ate ought to be constant

v'=0
Ideally, resonant vibrational excitations and three-body attachment should be
modelled as one process with a probability rate of decaying based on the lifetime
of the electron-molecule compound and the branching ratio to attachment.

The study of Dujko et al. [235] showed that three-body attachment has a large impact
on swarm transport parameters.

b) For collisions with molecules, one must discount predissociation from the dissociation
cross section. Many high-lying electronic excited states may, after a while, decay into
a repulsive state which subsequently dissociates. This process, known as predissoci-
ation, takes place after the collision and is not considered as a direct dissociation.
Nonetheless, predissociation is accounted both in those high-lying electronic excita-
tions and in the total dissociation cross section into neutral fragments (atoms in our
case).

To avoid counting predissociation events twice in the set of collisions, one has
to subtract the predissociation branching ratio 7. times the corresponding elec-
tronic excitation cross sections o, from the total dissociation cross section ogjgs:

Discount predissociation : ogiss — NeO¢ -

Such precaution, although advised by Itikawa [439] and Kawaguchi et al. [482, p.51,
p.5], is not necessarily followed in all studies 779, |964, p.1434]. The appendix |§| in
part II discusses predissociation. Branching ratios 7,q for predissociation of Ny and

O9 can be found in tables

Notwithstanding these issues, given the facts that (i) electronic excitations have a minor con-
tribution to total scattering, (ii) ionisation cross section are usually determined with a certainty
comparable or superior to the total cross section, (iii) vibrational cross sections are negligible out-
side of the resonance region, and (iv) rotational cross sections are mostly mixed with pure elastic
scattering; we can assume that discrepancies are mostly imputable to the definition of the (vi-
brationally) elastic cross sections. As a consequence, we recommend to perform the consistency
check the other way around as:

?
Otot — Z Oc = 0¢ + Orot 3 (45)
ce&\{rot}

by subtracting all inelastic (8) except rotational (rot) processes from the total CS otot, and com-
paring to the elastic CS o, in the database. This seemingly innocuous change of perspective can
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actually reveal itself very useful in practice. Indeed, measurements of total scattering are often
the most abundant and best resolved experimental data there are about a target molecule/atom.
It would be a pity not to benefit from this advantage. Compared to this, elastic CS data from in-
tegrated beam measurements are sparse and not well determined due to extrapolation difficulties
at large and especially at low angles. Moreover, elastic and rotational scattering in particular
are equally important in the resonance region where they are actually very hard to measure
accurately due to a rapidly changing DCS both in energy and angle. Finally, there has been
recently a considerable improvement in matching theoretically calculated vibrational resonant
cross sections to experimental high-resolution measurements (see section next part).

Combined together, those reasons advocate for the benefit of deriving elastic cross sections
as the subtracted product of inelastic processes from total scattering. These (vibrationally)
elastic cross section from are qualified as residual. They are introduced in the second part,
chapter in the equation , and compared in figures with various cross-beamed
measurements reported in the literature. A comparison with other databases is given in the
figures of chapter One very important note is that:

Residual elastic cross sections are obtained for No, O2, NO and Ar from their total cross
section through (11.10) at 300 K. This residual cross section is assumed independent of
the temperature (i.e. independent of the initial excited state)!

This assumption is equivalent to saying
that all Vibratjonally elastic cross sections for Vibrationally Elastic Resonant CS for N, from Laporta et al. 2014

a given species v — v are equal, something — v=0-0
17.54 v=1l-1
that is hardly supported by theory as seen in — v=2-2
. — v=5-5

42 A naive workaround would have been to 8'° MDA

set the residual elastic cross section only equal
to the ground v = 0 - 0 process and then add
all other v > 0 - v > 0 processes from the-
oretical calculations. We dared not use this
workaround because the theoretical cross sec-
tions we use from Laporta et al.’s database
on LXCat include only the resonant contribu-
tion. One can visit chapter [11.3]|in particular ! : ‘ : : : : ‘ ‘
0.0 0.5 1.0 15 2.0 2.5 3.0 3.5 4.0
graph showing that one may not replace Electron Kinetic Energy (V)
vibrationally elastic CS by their resonant con-
tribution even in the resonance region!
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Figure 4.2: Vibrationally elastic cross sections
from Laporta et al. |554] are very different de-
pending on the vibrational excitation level v of

the molecule.
Momentum /Elastic

Several times already, has it been noted in the

literature [752, p.12:left column| that the in-

tegrated elastic cross section used in Monte

Carlo simulations should correspond to the momentum transfer cross section used in Boltzmann
solvers, according to the differential cross section used to represent scattering. Thus, if one tries
different schemes for the implementation of the elastic differential cross section, the momentum
transfer cross section should be kept as a constant while the elastic cross section should be
adapted as:


https://nl.lxcat.net/Laporta

4.1. CROSS SECTIONS 117

N % cosfsinf do

Om

_Im _ ith -
T~ {cosd) with (cos®)

(4.6)

Oe =

rdoe .
/0 d—QS1H0d9

It might seem that this second requirement clashes with the previous one for the
total cross section. Actually, this is not the case, because this time, the requirement acts upon
the average deviation cosine (cosf) which must be adjusted so as to respect . This might
be a very useful guidance in checking extrapolated differential cross sections.

However, if one wishes to impose the shape of the DCS, then (cos#) is defined as well. In
this other case, the total cross section is not required to match the summed cross section and one
must ensure that the momentum cross section oy, is kept untouched [588, eqs.(7-10)|. This was
noted by Kunhardt and Tzeng [542] when comparing the effect of the DCS shape on the electron
energy distribution in electrified gases. Various analytical expressions of DCS in the first Born
approximation are gathered in chapter [I4] of part III.

The importance of preserving the momentum transfer CS (rather than the integral elastic
CS) becomes greater at higher energies where the scattering is mostly forward peaked. Thus,
even an apparently innocuous change in the DCS shape can severely affect the result and utterly
undermine the comparisons made and even the conclusions drawn therefrom. Unfortunately, this
precaution, although self-evident from a Boltzmann approach, is not necessarily taken in Monte
Carlo simulations [677|. I, the author, must sadly repent myself for having fallen to this trap as
well in Schmalzried and Luque [811].

The momentum transfer cross section is usually given only at lower energies; below either
100eV (Itikawa) or 1keV (Phelps). This means that, anyhow, the investigator must ‘invent’
first how to extrapolate oy, (e > 100 €V), and then proceed to a standardised comparison. At
higher energies (>keV), the screened Rutherford expression is the predominant DCS shape
used to model elastic scattering. Nevertheless, although a myriad of screening fits were used in
the literature 445l 677, |683) 713, [896], no consensus was made so as to establish a common
momentum transfer cross section. Each time, elastic scattering was invariably defined directly
from the integration of the DCS. This means that great attention should be paid to which elastic
DCS was used when comparing results from Monte Carlo simulations of thermal (or relativistic)
runaway.

In summary there are two options:

A) If one wishes to be as precise as possible, the summed/total and elastic/momentum re-
quirements can help to constrain the shape of the elastic DCS.

1. Construct the total cross section from a solid base of experimental data (see part II

chapter |11.6));

2. Subtract all cross sections from inelastic processes (except rotational) to derive the
vibrationally elastic cross section ((11.10));

This is the route we opted for.

B) On the other hand, if a shape is assumed for the DCS from the start (see the different
existing DCS in chapter , then, one can only stick to the elastic/momentum requirement.
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Resampling of the total cross section "~ Ott= ZOC Sum Total
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Figure 4.3: Resampling of the sum total cross section in a gas causes some very localised mis-
matches with the true sum of the cross section set. One must choose a good compromise between
computational efficiency and exactitude. At high energies, the green curve is superposed with
the blue (exact sum total).

Resampling

When we construct the total cross section for the whole gas, we have to add individual cross
sections from each species and their excited states populated according to Boltzmann statistics
for the given temperature T. The resulting cross section is thus called the “sum total” or “grand
total” cross section oio;. It is of fundamental importance because it is used to calculate the
collision frequency rate 4ot at any electron energy e as used in the null collision method (see
previous chapter section .

In our simulations, this cross section must be called at every time step for an array of many
electron energies. From a time efficiency perspective, it is important to make the computation
of this cross sections as fast as possible so as not to drastically slow down our simulations.

For that matter, we use a resampling algorithm that regenerates an array of regularly-spaced
energies so as to speed-up interpolation methods. The resampled energy space is divided into
three regions delimited by a lower (<) and upper (&) boundaries:

e £ <&, : linear grid with de. interval,

0.5eV and dec = 1meV,
1eV and de. = 2.5meV,
else : €<= 4eV and de. = 5meV;

if atomic nitrogen is present : E<

if molecular oxygen is present : e

e £ <e<e, : logarithmic grid of 2500 points;
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e £, <¢ : analytical Born-Bethe formula (|11.139)).

Above the threshold s set at 10keV, we use the analytical Born-Bethe coefficients for the
total cross section summarised in table To have regularly spaced energies over multiple
orders of magnitude is very challenging because the resolution required may vary a lot depending
on local resonances (as seen in figure . Thus, we used a fine linear spacing at low energies
followed by a logarithmic spacing up to 10keV. The interpolation routine then first checks in
which of the three (linear,logarithmic,analytical) regions we are situated and then interpolates
(or calculates) the cross section.

For computational efficiency, the resampled total cross section G'iot() is the one we truly
use to perform the null-collision test in eq. (p. . By resampling the total cross
section, one must protect the collision selection algorithm So as to treat cases when
the cumulative sum does not amount exactly to 100 % of the resampled CS.

Due to sharp resonances and the fact that some cross sections are expressed fully analyti-
cally, the resampled cross section may not exactly amount to the true total from the sum of all
individual collisions as shown in zoomed areas of figure [.3}

O tot # Otot = ZUc~
&

This difference is of course too small to affect the average swarm quantities but it does pose a
danger on the handling of collisions. There are two cases to beware. Locally, the resampled cross
section might either exceed or fall short of the sum as can be seen by the ratio of '¢ot/04ot in
the grey line on top of figure

A Gyt > Ogot : This means that we summon the routine for selecting the collision (step
on page more frequently than the electron truly collides. This can be very simply
amended. In the selection algorithm , if the total sum C; falls short of the sampled
value of x, then we simply ignore the collision. It is completely equivalent to the null-
collision technique but with occasionally a loss of computational time in the rare case
when = > 0ot/ 0'tot- Thus, the only damage is that every percent of difference represents
on average some computation time lost by calculating cross sections for no avail.

V Otot < Otot : This is the situation that, if not minimised, may introduce some bias in
the results. Fortunately, since the probabilities p.(¢) = 0.(g)/ 7’1ot in the cumulative sum
are scaled to J'tot, all collisions whose cumulative sum C;(g) < G'tot(€)/0tot(€), are
sampled without bias. The remaining collisions (above the grey line in fig. are sheerly
lost. One should then ensure that the effect of those collisions is benign at the energy
¢ considered. In particular, all ionisation collisions should always be positioned below
this line. Otherwise, at high energies, where the analytical expression Gy might
slightly differ from the actual sum oy.t, the ionisation losses might be underestimated and
this could affect the statistics of runaway electrons!

As seen from the discrepancies in figures and [£.4] there is only one way to avert the
risk of biasing collisions at high energies, it is to move the high-energy threshold ¢, where the
analytical expression G is used, to even higher energies (100 keV or a few MeV). This is because
at 10keV, the Bethe approximation to the total inelastic cross section might be accurate to only
a few percent (see discontinuity jump on right middle inset panel of fig. |4.3)).
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Cumulative sum of cross section in air at 4000K
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4.1.3 Scattering

Our code stochastically models the scattering
of electrons throughout the whole energy spec-
trum. At high energies, the DCS becomes very
forward peaked as seen on figure Above
10keV, the sampling of the scattering angle is
done with . This expression does not ac-
count for the relativistic correction to the DCS
where large angle scattering is significantly at-
tenuated.

Although the difference between the rel-
ativistic expression (which includes the 1 —
B%sin?6/2 factor) and the non-relativistic
DCS appears very small, we did not check
whether the effect is negligible on the prop-
agation of high energy electrons. At high en-
ergies, the elastic collision rate is high whereas

utation — to the exact sum total cross section :

Cumulative DCS at high energies

Figure 4.5: Illustration of increasingly forward-
peaked scattering at very high electron energies
scattering elastically from nitrogen molecules.
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the scattering probability distribution is very peaked at forward angles. Therefore, it is difficult
to realise how a minor difference in the forward scattering could lead to a larger overall scattering
after being repeated many times after many collisions.
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To give an example, the probability that a MeV electron be deviated beyond 60° in a single
elastic scattering event is 1.5 x 107 in the non-relativistic screened Rutherford approximation
whereas it is 1.1 x 107 from a more accurate model. This difference persists even at lower
energies. On average, there are 1.36 more high-energy electrons that are scattered beyond 60°
at energies above 10keV.

We did not check whether this makes a significant difference in the number of runaway
electrons that can sustain themselves in air under a high-enough electric field. Nonetheless, we
must advise the user against potential systematic biases dispersed in our code!

4.2 Super-Electrons

The clock of our simulation advances at a regular interval §t. Let us suppose that it has ticked
Nt times and thus, that the simulation time is currently at N;dt. Here, we remind the elementary
steps of our code comprised within one loop of the time interval dt:

1. First, we assign the null collision time dt¢ (3.3 to every super-electron in our swarm.

2. a. We propagate super-electrons in their free motion (3.2) by dts
b. We collide (or not) super-electrons with the (null-)collision scheme steps |3&4]

Second, we alternate steps a] and [b] as many times as they fit within one elementary time
step 0t until (Ny + 1) 5t < t + 0ts.

3. Third, we perform measurements of quantities used to derive average properties of the
swarm (see section [3.3.3)).

4. Fourth, we compact our electron swarm according to the spectral enhancement g2 (g) that
we chose (see section [3.3.2)

At the end of the loop, the clock of the code, previously at a time N dt, has ‘ticked’ (advanced)
of 6t and is now at (Vg + 1)dt.

Of the many points that one must worry about when modelling electron swarms with super-
electrons, we will highlight here the three that, in our opinion, are most important regarding
their effect on the statistics of the swarm.

I. wpin > 0 We recall that the compaction algorithm, presented earlier in section [3.3.2] enables
the user to probe the high energy regions of the swarm’s spectrum at the cost of increasing
the statistical noise due to a reduction of super-electrons at lower energies. The unique
parameter that fixes the maximal resolution desired is the minimal weight ratio wy,;y which
can be as small as one wishes but should never be put to zero if one wishes to preserve the
decency of the results at the end of a simulation. What we mean by “decency” is illustrated
in figure 4.6, whose sole purpose is to show what happens if one allows wpi, = 0.

II. Splitting The compaction algorithm is composed of two parts: curtailing and splitting.
When we split a super-electron into two or more fragments there is an extremely important
point to heed:

All N super-electrons that are created after splitting one super-electron, should
preserve the collisional free time 0t that had been assigned to that original super-
electron.
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What happens if Wmin =0 ? (in N, under 1.5 MV/m)
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Figure 4.6: Demonstration of the power of our compaction algorithm when the minimal weight
ratio wpiy is set to zero; a deprecated use case. This causes the spectrum resolution to plunge
down to the machine numerical precision limited to 107323, The results are going to be unpre-
dictable because the resolution (number of super-electrons) at lower energies will not be properly
constrained, and this will considerably amplify the stochastic fluctuations of average quantities.

This seems quite obvious but when one delves into the code, the structure of routines and
calls may cause him or her to forget about the physical meaning of this precaution. In our
case, when we added a super-electron in the simulation, we wonted using the same routine
for (1) adding split super-electrons and (2) spawning secondary electrons from ionisation.
The only change was to adapt the statistical weights w/N in the former case (1).

This fundamental mistake caused us to alter the physical collision rates of the swarm just
because we would resample the random collision time dt¢ on the split-electrons after it had
already been assigned! At the end of step 2], all super-electrons have an assigned mean free
time &t that would propagate them ahead of the current simulation time ¢. If at the end
of the compaction step [ we reassign a new dt;, we are forcing some electrons to collide
one (or twice, thrice, etc.) more within the interval §¢ than they should.

As a result, our average kinetic energy of the swarm got affected (lowered) because we were
physically forcing collisions to occur with a higher probability. Such mistake is very far
from obvious and actually very interesting, because it stems from the very implementation
of compaction and collisional dynamics. This mistake was subsequently corrected and is
not present neither in the results of our publications nor in this thesis.

ITI. Measuring For data analysis, we need to measure average quantities (energy, velocity, posi-
tion, etc.) on a regular basis from which we derive transport coefficients (see section [3.3.3).
This is done at step [3] At this instant, our super-electrons are asynchronous, their times
t,, are all different according to the stochastic amount of time (successive dt¢) they have
propagated within a time step ¢. In order to eliminate bias:
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Before performing a measurement, the super-electrons must all be propagated to the
time of the measurement ¢ by the amount ¢ — ¢,, where %, is the current time of the
n™ super-electron.

Failure to do so will under-estimate the average kinetic energy, displacement and velocity of
the swarm. This is because under the influence of an electric field, the velocity distribution
of the electrons is anisotropic so that electrons tend to be more oriented opposite to the
electric field. This means that if we omit to propagate them, their average quantity will
always be slightly lower than it should really be at the time ¢ of the measurement. This
bias worsens as the reduced electric field E/ng,s is stronger.

These three mistakes, we committed them, of course. Fortunately, the essential checks that
we describe in the next section helped us uncover those mistakes and amend them.

4.3 Assessment

The code, whose underlying model we presented in chapter [2| and numerical implementation in
[, will be named ©eRMIAA in order to enable unequivocal comparison with other sources. A
more proper introduction will be given in the next chapter

Before presenting results, we need to ensure that our model works coherently and as expected.
By “model”, we mean (1) the Monte Carlo code that we developed throughout (the present)
part I and (2) the cross sections that we assembled in (the next) part II. In particular, we
need to verify whether the augmentation of the Monte Carlo simulation with the compaction
algorithm presented in section El does not physically affect the simulation results. We divided
this section into three parts which are aimed at assessing different aspects of the model.

A. Physical: these are simple tests that enable to verify whether the code does not violate
some general physical laws such as symmetry, energy conservation, collision rates and the
convergence to thermal equilibrium.

B. Numerical: this test ensures that our results coincide with calculations from a different
methodology (the kinetic approach) under identical input conditions and cross sections.

C. Experimental: finally, by comparing transport parameters with experimental measure-
ments we will be able to assess the relevance of the cross sections that we assembled.

This structuring helped us identify severe discrepancies and subsequently enabled us to amend
duly the issues encountered.

4.3.1 Checking physical consistency

Once a working implementation of the code is established, various useful checks can be made
to help uncover possible fundamental inconsistencies. Those checks are only based on general
principles and, as opposed to the wvalidation step presented in the next chapter, they do not
require any reference data to be compared with. We selected here four sanity checks as a
preliminary verification of our code based on : isotropicity, energy conservation, collision rates
and thermal equilibrium. Those tests might seem trivial, however, as we implemented a super-
particle management scheme on top of an ordinary Monte Carlo implementation of electrons, we
also have to ensure that this does not introduce artifacts.
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Isotropicity

In absence of electromagnetic fields and in a homogeneous and isotropic medium, the velocity
distribution of electrons ought to be isotropic. This successful check on figure [£.7a] is to ensure
that our implementation of scattering is not biased in a certain direction of space due to our
choice of coordinates.

In presence of an electric field E || z, the velocity distribution should be axially symmetric
about z. This is checked in figure [4.7D]

Energy conservation

The electron swarm does not conserve the energy it gets from the electric field because it loses
a large part of it in inelastic collisions with the gas molecules. What is meant by “energy
conservation” is that the kinetic energy of the swarm, the potential energy gained from the field
and all the energy lost in collisions should amount to the initial kinetic energy of the swarm:

Ekin(t) + gpot(t) + gcoll(t) = gkin(o) . (4.7)

By default, the initial potential energy is null. We have:

Ns

Exin = Z WnEn , (48)
n=1
Ns

Epot = Z wpeE - (ry, —150) , (4.9)
n=1

Ns
Ecoll = Z Wn, (Z Agz,n) ) (4.10)
n=1 i

where AE; ,, represents the energy lost in the ith collision of the n'" electron. To account for the
energy lost in attachment, one must include the potential lost eE - (r, —rj0) and the kinetic
energy lost €, at the time of the attachment event.

Without our compaction algorithm (sec. , this total energy is conserved almost to
the numerical precision of the computing machine (~ 107!¢) as seen by the straight line on
figure Much more interesting is to ensure that the compaction algorithm satisfies the
energy conservation. This, seems to be verified on average from the 8 different runs that we
performed for identical initial conditions in No at 5 MV/m. Nevertheless, we also see very clearly
that the “memory” of the initial energy deteriorates very fast with time. The ensemble deviation
of the three reservoirs of energy dominates over the initial kinetic energy. This is because each
of the three energy reservoirs in increases with time as seen on figure m Thus their sum
loses precision (Epot is negative, thus the difference between fluctuating big numbers becomes
very imprecise).

What mostly increases the fluctuations in energy conserved is probably the fact that do not
consider the spatial proximity of super-electrons. We place on equal footing all super-electrons
that are at the same energy irrespective of their location in space. Suppose that two super-
electrons share the same energy € but one has travelled much farther opposite to the field than
the other. If we remove the one which has travelled farther, the effect on the total potential
energy A&por will be stronger than if we removed the other one. One possible improvement
of the compaction method, could be to include spatial binning as well as the present spectral
binning.
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[T=300K] [0Td]

Electron velocity angular distribution
(Normalised by 1/sin )
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(a) In absence of any force, the electron velocity distribution is isotropic.

z
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(b) In presence of an electric field E || z, the electron velocity distribution is axially symmetric about z.

Figure 4.7: Verification of axial and isotropic symmetries of the electron swarm. The distribution
in the polar angle y (between the velocity and z axis) is corrected by the sin y factor in spherical
coordinates.
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Energy conservation test
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(a) Record of total energy from 8 batches of simulations at exactly the same initial conditions with the
compaction algorithm (sec. activated (blue —). The orange reference line (—) is a simulation
without applying compaction.
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(b) Records of the energy reservoirs from one of the simulations shown in the upper figure. The ordinate
scale is in asinh (arc of the hyperbolic sine). In addition to the total kinetic &y, inelastic collision
Econ > 0 and potential energies €0 < 0, we also show the very small losses from scattering (mainly elastic)
Escats- The large increase in time of the (negative) potential energy &0 counterweighted by (positive)
inelastic losses E.op explains why the total energy, oy constructed from their sum, is contaminated with
fluctuations that swell with time.

Figure 4.8: Energy conservation test applied on our compaction algorithm.
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Nevertheless, although the fluctuations rise severely, we still affirm that:

Our compaction algorithm presented in section conserves on average the total energy
in the simulation and thus does not introduce a bias in the transport parameters and
spectra retrieved from the simulation.

Collision Rate

Isotropicity and energy conservation are very general requirements that do not depend on the
electron collision frequency with the gas. They just show that there is no detectable systemic
bias neither in the orientation nor in the energy of the electron swarm.

Presently, we must show that the electrons collide as it is expected from them; i.e. that the
previsions about collision frequencies match the effective recorded number of collisions per unit
time. This is verified on figure for various examples in air, O2, Ar and different collision
types.

We recall that at any instant ¢, one may predict the average collision frequency 7. (per
physical electron in the swarm) of a process labelled by ¢:

1 &
Ue = N Z Wy Vnoe(En)Ngas - (4.11)
e n=1

One the other hand, we record the number of collisions § N, of each process ¢ during an
elementary time step dt. This number is obviously weighted by the statistical weight w,, of the
super-electrons that are selected to collide. We may then compare whether:

SN.(8t) = N.(t + 6t) — N.(t) : [Mt Ne(tv.(t')dt" . (4.12)

Numerically, this should be verified by defining an effective collision rate v, (per physical
electron) over a time interval At:

_ JaPe(E)N(t) At [p T () Ne(t') d’

VeE T NGy AE (Na(t £ A~ Na(8) J7 (4.13)
which leads to the following relation:
_ N ) :& A ) ~ (i 1. (Ne(tj)_Ne(ti))
A—Z\]’C_—Z\]'C(t]) Nc(t’b) Ve (Ne(t]) Ne(t’b))_< C)(t] tl)ln(Ne(tJ)/Ne(tl)) ’ (414)

between two (not necessarily consecutive) samples ¢ < j of the simulation separated by a total in-
terval At =t;—t;. Here, we used the estimator of the electron multiplication rate v, ~ Aln No/At
(13.39)) which we saw at the end of the previous chapter.

The windowing over a larger time interval At > ¢t enables to reduce the noise (fluctuation)
observed on the collision frequency when the time step 0t is too short: i.e. when v, < 1/6t. Of
course, when there is no growth of the swarm v, ~ 0 then one should use the limit:

. Ve . I/e 1

lim = lim = .
ve=0 No(t + At) = No(t)  ve=0 No(t)(1+veAt—1)  Ne(t)At
Reversing (4.14)), we may estimate the effective collision rate (v.) over a time interval At:

L (N(ty) = No(t)) In(Ne(85)/ Nelt)
C A (Nelty) - Nelt)

(4.15)

(4.16)
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N, at 300K under 2.5 MV/m
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Figure 4.9: Recorded (blue) and predicted (*) collision rates sampled from a simulation in pure
molecular nitrogen under 98 Td. We may say that they match statistically which confirms the
consistency of our handling of collisions.
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Figure 4.10: Recorded (blue) and predicted () collision rates sampled from a simulation in pure
molecular oxygen under 471 Td. We may say that they match statistically which confirms that
our compaction algorithm does not alter the consistency of the collision frequencies.

The question in reduces to v, ; Ue. To be sure that we understand the difference, 7,
is calculated from the instantaneous collision rates predicted by the swarm velocity distribution
, whereas v, is the effective collision rate from the recorded collisions that really
occurred within the time interval [¢;;¢;]. Obviously, if our code works as it should, those two

?
quantities should be equal on average U, ~ v.. This we check in two figures for a number of
different collisions:

i. fig. [49]: at an electric field with slow multiplication without the use of our compaction

algorithm,

ii. fig. : at a high electric field and our compaction algorithm activated.

The stars in red * represent 7, whereas v, is the noisy line in blue —. The first figure
demonstrates that our simple code handles collisions consistently with the predicted frequencies
whereas the second figure shows that compaction does not affect the collision statistics.
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Thermalisation

At last, we perform the least relevant test for thermal runaway but the most interesting one from
a physical perspective: whether in the absence of an electromagnetic field, the electron energy
distribution function (EEDF) converges to the Maxwellian distribution. In equilibrium in a gas
at a uniform temperature T, the thermalised electron energy distribution should follow the
Maxwell-Boltzmann distribution with an average kinetic energy given by:

3
e=knTe with To=Ty. (4.17)

Here, we must emphasise what temperature Ty,s is it that we should consider. At very
low electron energies, the major losses are due to elastic scattering and rotational excitations.
Although, we dedicated some time in chapter[2]to the study of elastic losses, we did not implement
those since their relevance lies quite far from our purpose of studying thermal electron runaway.

On the other hand, we implemented in p- the scheme of average rotational losses
A&ot(g,0) sampled from a rectangle grid e x6 of the incident electron energy ¢ and scattering
angle #. That is, we model an ensemble of rotational transitions Jy — J as a single process with
an average energy loss without straggling.

Since, in absence of electric fields, the electrons may only change energy during a collision,
this average energy loss modelling of rotational excitations is not suitable. Indeed, the electron
swarm will actually converge to a monoenergetic isotropic distribution (a pure sphere in the
velocity space) about the energy at which the energy loss annihilates &4 (e,0) = 0. This gradual
shrinkage of the electron energy spectrum is what we obtained in figure

As a result, presently, we may neither model thermalisation from elastic nor from rotational
excitations. The only remaining process whereby our electrons may thermalise with molecules
is through their vibrational (de)excitations. We consider a pure Ny gas at a (vibrational) tem-
perature of Ty, = 5000 K which corresponds to an average energy of ~ 0.31eV from Boltzmann’s
statistics (sec. . At this temperature, the expected average energy of electrons should be
from around ~ 0.646eV though the spectrum seen on figure has an average en-
ergy of € =0.584eV. The shape of the spectrum beyond 0.5eV seems to follow the theoretical
Maxwellian at 5000 K but deviates significantly from this law at lower energy. We surmise, just
as in the previous case at 300 K (fig. , that this must be mainly due to a too crude handling
of rotational excitations through .

Of the four check tests: isotropicity, energy conservation, collision rate consistency and ther-
malisation; our code only fails the latter. Does it subvert its applicability to the study of thermal
runaway? No, fortunately.

This is because the electric fields required to provoke thermal runaway are very high (2
10MV/m) which is far beyond the region where the electron energy spectrum is dominated by
rotational and elastic collisions which we model vaguely (from the energy loss perspective). This
shortcoming only limits the applicability of our code for the derivation of transport parameters
at low electric fields. We nonetheless presented this study in order to (1) forewarn the user
against a potential misuse and (2) highlight future improvements on the usefulness of our code.

From this perspective, the Monte Carlo approach beautifully complements the kinetic mod-
elling based on the two-term velocity distribution in the Boltzmann equation (see p. . As
the electric field becomes lower, one may approximate elastic scattering as isotropic and account
for thermal effects through the collision terms in . Rotational excitations may be ac-
counted for by an adequate balance between inelastic and superelastic cross sections weighted by
the proportion of populated rotational states following a Boltzmann distribution |774, eqs.(3-6)].
Then, the kinetic approach offers a considerably faster and more accurate solution to the velocity
distribution of an electron swarm at low electric fields.
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Thermalisation in pure N, at 300K
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Figure 4.11: Evolution of the EEDF in pure N9 at 300 K in absence of electric field. It shrinks to a
nearly monochromatic isotropic (see fig. sphere due to the crude representation of rotational
excitations a