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It is only when you really understand something
that you can realize how little you know about everything.

— Zen saying

Alla mia famiglia.

i



ii



Abstract

γ rays represent the ideal messenger of the ultra violent non-thermal universe be-
cause in virtue of having a null electric charge, their path is not deflected by inter-
galactic magnetic fields. When a very high energy γ ray enters in the atmosphere, it
interacts with it producing an extensive air shower of secondary particles, generating
a pool of Cherenkov light that can be detected by ground-based telescopes. MAGIC
is an Imaging Atmospheric Cherenkov telescope belonging to the current generation
of instruments of this type. Unfortunately for gamma-ray astronomy, the universe is
full of high energy cosmic particles that interact with the atmosphere in a very sim-
ilar way to the γ rays. As the signal-to-noise ratio is extremely low (<1:2000 even
for the brightest sources), the standard analysis uses methods of machine learning
on a parametrization of the images of the captured events in order to discriminate
the signal from the background. As any parametrization, it implies an irreversible
loss of information. A deep learning approach that works from the pixel information
could build resilient abstract representations that have the potential of enhancing the
analysis.

This thesis proposes to carry out a full reconstruction using convolutional neural
networks for solving the problem of separating γ from non-γ events (binary clas-
sification), the reconstruction of their energy (single-variate regression) and their
direction (multi-variate regression). With the aim of maximizing the performances,
a novel boosting technique called Transfer Snapshot Ensemble is presented and eval-
uated. Using architectures modified from the state of the art in the computer vision
domain, the new designed pipeline shows significant improvements both in energy
reconstruction (∼ 30% above 1 TeV) and in the direction reconstruction (∼ 20%)
over the standard MAGIC analysis.

The whole pipeline has been used to evaluate the performance on a reference source
dataset taken from observations of the Crab Nebula. By applying the analysis devel-
oped in this work, it is possible to reach an integral sensitivity of 1.12% of the Crab
for energies above 150GeV.

The thesis is organized as following: In chapter 1 I give a general introduction to cos-
mic ray physics, in chapter 2 I delve into how the MAGIC telescope works. In chap-
ter 3 I briefly introduce the deep learning field and convolutional neural networks,
in chapter 4 I explain the details of the analysis and finally chapter 5 concludes the
work with a glimpse into possible future works.
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1
Short introduction to cosmic ray and γ-ray

astronomy

Observing the sky we detect particles with such high energies that they cannot be produced in
typical thermal processes and must be originated in violent non-thermal processes. These high
energy particles have been given the name of cosmic rays.

After traveling cosmic distances, when they reach the Earth and hit the atmosphere, they
produce cascades of secondary particles called extensive air showers (EAS). If the velocity of
these particles is greater than the speed of light in the atmosphere, they emit Cherenkov radiation
that can be detected at ground level

1.1 Cosmic rays
Cosmic rays are high energy charged particles produced by galactic and extragalactic objects.
Their composition is mostly made of atomic nuclei (> 99%) and in a smaller quantity of elec-
trons, positrons, neutrino and photons (< 1%). Although they can interact with matter in their
path to Earth, they are able to reach it because of the low density of matter in the space. The
energy of cosmic rays spans from 1010 to 1020 eV following a power-law distribution. The tech-
nology for the detection of cosmic rays depends on their energy. They can be detected directly
or indirectly by balloons- or satellite-borne experiments (lower energies), or by ground-based
telescopes (higher energies).

Being charged particles, their journey is affected by the magnetic fields encountered along
the way. For this reason the measured directions carry no information about the place of the
event that originated them.

1



1. SHORT INTRODUCTION TO COSMIC RAY AND γ-RAY ASTRONOMY

Figure 1.1: Unlike charged particles, the path of photons (and neutrinos) is not deflected by intergalactic
magnetic fields. This open the possibility to pinpoint the source of the events that generates them.

1.2 γ rays

γ rays are electromagnetic radiation produced by relativistic particles. Since they are not elec-
trically charged, they are not deflected by the intergalactic magnetic fields. Because of this, they
keep intact the information needed to pinpoint the sources originating them. This is one of the
reasons why γ-ray astronomy became increasingly important in recent times (Figure 1.1).

1.2.1 Sources
There are a number of galactic and extragalactic sources of γ rays. Among extragalactic sources
there are active galactic nuclei and γ-ray bursts, while galactic sources are supernova remnants,
pulsars, pulsar wind nebulae and binary systems.

� Supernova remnants are the material and shock waves produced after a supernova explo-
sion. Particles are thought to be accelerated with energies up to ∼PeV by the expanding
shock wave of the ejected materials.

� A pulsar is a dense, fast rotating neutron star which emits a beamed electromagnetic ra-
diation, regularly visible when the beam is pointing towards the observer.The radiation
direction is fixed by the magnetic axis and the particle acceleration occurs around intense
field zones.

2



1. SHORT INTRODUCTION TO COSMIC RAY AND γ-RAY ASTRONOMY

A Pulsar Wind Nebula (PWN) is a bubble of electrons, positrons and magnetic field
directly fed by a pulsar. In this case particles are accelerated in the wind termination shock
up to energies in the PeV domain. The most studied objects in the sky is the Crab Nebula
PWN.

� Binary systems are composed by a massive star and a compact object (such as black
holes, neutron stars, white dwarfs) orbiting around the common center of mass. The com-
pact object can accumulate matter from the companion feeding its accretion disk. The
accumulated gas can heat up reaching extreme conditions and therefore it can produce γ
rays.

� Active galactic nuclei (AGN) are actively growing supermassive (> 106 solar masses)
black holes in the center of a galaxy. Perpendicular to the galactic plane there are relativis-
tic outflows called jets where the charged particle acceleration (in the GeV-TeV domain)
takes place.

� Gamma-ray bursts are explosions of γ rays with energies up to TeV domain. They take
place at cosmological distances. They are uniformly distributed in the sky and have a very
short duration, which varies from fractions of a second to minutes. Their origin is still
unclear, but they are believed to be originated during a huge system collapse or major
merger events.

1.3 Interaction with the atmosphere
The Earth atmosphere is not transparent for γ rays and cosmic rays: they interact in the high at-
mosphere with the air molecules and produce chain reactions called extensive air showers (EAS).
The particles that interact with the atmosphere are called primary particles and they cannot be
detected by ground-based experiments. Ground-based telescopes can detect the products of the
reaction between primary particles and atmosphere, i.e. the so called secondary particles. Air
showers can be electromagnetic, if the process starts with a high energy photon, electron or
positron, or hadronic, if the incoming particle is a proton or a nucleus.

� Electromagnetic air shower When a primary γ ray interacts with an atmosphere nucleus,
it undergoes the process called pair-production, generating an electron-positron pair. The
generated electrons and positrons interact with the electromagnetic field of atmosphere
nuclei further emitting γ rays due to a process called bremsstrahlung. By subsequent pair
production and bremsstrahlung processes a cascade of particles is formed. The electro-
magnetic air shower stops when the energy of electrons is lower than a critical value, for
which the dominant process for electron energy loss is ionization.

� Hadronic air shower An hadronic air shower begins with an inelastic scattering between a
hadron and an atmospheric nucleus, producing in particular electromagnetic subshowers.
When hadronic interactions occur, particles like pions can be produced and the original
cosmic ray can generate more hadronic interactions. For a more in depth analysis of high
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1. SHORT INTRODUCTION TO COSMIC RAY AND γ-RAY ASTRONOMY

Figure 1.2: Schematic representation of a γ ray (left panel) versus hadronic induced (right panel) showers.
Credit: (23).

energy hadronic interactions, refer to (Engel et al.). Hadronic showers constitute the main
background signal that we want to be able to filter out.

1.4 Cherenkov radiation
Whenever a particle moves with a speed v faster than the speed of light in the medium c′ = c

n
(where c is the speed of light in vacuum and n is the refraction index of the medium), Cherenkov
light is produced. This is because when a charged particle travels in matter, it polarizes the
medium producing spherical electromagnetic waves along its track. If v > c′ the particle moves
faster than the propagation of the waves, producing constructive interference at an angle ΘC, also
called Cherenkov angle. By calling β = v

c and with basic geometric reasoning (Figure 1.3) it is
possible to compute this angle as:

cos(ΘC) =
c′

v
=

c/n
βc

=
1
βn

(1.1)

With the equation above, the wave shock will propagate as a cone with angle ΘC (whose
average value in air is ∼ 1◦) and cancel out in every other direction due to destructive interfer-
ences. This effect have an analogy in acoustics when an object travels at supersonic speed (Mach
waves).

As the refraction index of air changes with altitude (due to its non-uniform density), we have
slightly different cones of light that reach the ground (see Figure 1.4). The shower as a whole
generate a circular pool of light, product of the superposition of every singular interactions that
fire a donut-like flash of light. Since in general the primary particle don’t fall perpendicularly
to the ground, the shape of the pool is an ellipsoid. This is the signal that can be detected by
ground-based experiments such as MAGIC.
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1. SHORT INTRODUCTION TO COSMIC RAY AND γ-RAY ASTRONOMY

Figure 1.3: Schematic view of Cherenkov spherical emission

Figure 1.4: Sketch of the atmospheric
Cherenkov angle variation with altitude.
Image taken from (17)

5



1. SHORT INTRODUCTION TO COSMIC RAY AND γ-RAY ASTRONOMY
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2
IACT and the MAGIC Telescopes

There are several techniques to detect very-high energy particles. Experiments can be made in
the high atmosphere with balloons or can even take place in the outer space with satellites. Due
to the power-law nature of the energy distribution of cosmic rays and the limited dimensions
for a detector on board, these experiments can only detect the lower energies of the spectrum.
In order to observe VHE events, a different approach based on ground based telescopes called
Imaging Atmospheric Cherenkov Technique (IACT) can be used. In the first section the general
characteristics of IACT telescopes are presented, while in the second section the features of the
MAGIC telescopes are discussed.

2.1 IACT Technique
Imaging Atmospheric Cherenkov Telescopes (IACTs) telescopes detect the Cherenkov light
emitted in extensive air showers initiated by VHE γ-rays hitting the atmosphere. They are located
at altitudes between 2000-3000 m.

The amount of Cerenkov photons arriving to the ground is around 10 to 20 photons/m2 for
a 100 GeV γ-ray shower, increasing almost linearly with the energy. For this reason detectors
with a large collection area are needed: the current generation of IACT telescopes have a mirror
diameter up to 28 m to be sensitive to low photon densities at the ground.

Cerenkov light brightens quite uniformly an area with a radius of 120 m: if the telescope is
inside the Cerenkov lightpool, the light can be reflected and focused by the mirrors and collected
by a camera composed of several photosensors, usually photomultiplier tubes (PMTs).

Photons collected by telescopes are produced at different heights and they reach the mirrors
at various angles. As a consequence, they hit different PMTs. Through conversion in electronic

7



2. IACT AND THE MAGIC TELESCOPES

Figure 2.1: The IACT Technique in a nutshell. The few photons of Cherenkov light produced by the
electromagnetic shower initiated by a high-energy particle are focused by the mirrors on the camera. This
signal is converted to an electronic one by photomultipliers and will be used for further analysis. Image
taken from (5)

signal an image of the EAS can be obtained. The shower image in the camera reflects the shape
of the particle cascade.

Each image represents an air shower induced by one primary particle. The background is
composed by cosmic rays: those with similar energy as a γ-ray can produce a similar reaction in
the atmosphere, but with higher intensity. For the purpose of fully characterizing an astronomical
source of γ rays one need to reconstruct the direction and the energy of the original γ rays.
A source is considered to be detected when the statistical significance of the events contained
in the signal region over those contained in the background region is larger than five standard
deviations.

8



2. IACT AND THE MAGIC TELESCOPES

Figure 2.2: Picture of two MAGIC telescopes located in La Palma at El Roque de los Muchachos. Image
taken from https://magic.mpp.mpg.de/

2.2 The MAGIC Telescopes

The Major Atmospheric Gamma ray Imaging Cerenkov telescopes (MAGIC) are located on the
Canary island of La Palma at 2200 m above the sea level. MAGIC I is operative since late 2003; it
can work in stereoscopic mode thanks to its twin telescope MAGIC II since 2009. Both MAGIC
I and II have 17 m diameter reflectors: the large collective areas assure a low energy threshold of
the order of 50 GeV.

The telescopes are not surrounded by a protective dome, as usual for optical telescopes,
because of their large dimensions. This causes the mirror surface to be affected by the constant
exposure to the external ambient. Therefore the surface of the mirrors is protected by a coat of
quartz, which preserves them from chemical and mechanical damages. The mechanical design of
the telescopes is made of an innovative carbon fiber structure which allows very fast movements.

Since the typical duration of Cherenkov signals is less than 10 ns, very fast electrical response
and readout systems are required. The readout electronics is not integrated in the camera structure
but it is located in a separated control house. As a consequence, any drawbacks for the electronics
to be located in a counting house and the weight of the camera is reduced.

The stereoscopic view allows to get more informations about each shower, like a 3D shape
and its location, and to strongly suppress the background thanks to the coincidence between the
two telescopes.

2.2.1 Camera and Signal

The camera of both telescopes is supported by a single aluminium tubular arch and it is located
almost at the focal length distance (17 m) of the mirrors. Both cameras are composed by 1039
PMTs with a collection area of 0.1◦ grouped in 169 clusters.

The signal collected by PMTs is converted into optical signal and sent through optical fibers
to the counting house. There the signal is converted back into an electric one and sent to the
trigger branch. The trigger is comprised of three levels:

9



2. IACT AND THE MAGIC TELESCOPES
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Figure 2.3: Schematic view of the standard MAGIC analysis

� Level 0: an analogical discriminator with a programmable threshold, i.e. only signals
exceeding the threshold can pass to the next level. Usually the threshold consists on 5 to 8
overlapping photons.

� Level 1: a digital filter that reconstructs the topological time coincidence of the signal in
the camera. A level 1 trigger signal is generated when a certain number of next-neighbor
pixels are activated synchronously

� Level 3: a stereo trigger that activate when both telescopes fire a level 1 trigger in a 180 ns
window.

Triggered signals are digitized and stored with a 1.66 GHz sampling data acquisition system
(DAQ) storing the charge and time information with 50 slides of 12 bit for each triggered signal.

2.2.2 Analysis
MAGIC Analysis is performed using the MARS software. MARS is a multi-purpose software
environment based on ROOT/C++ libraries. The first challenge of the analysis is to detect the
events generated by γ rays and discern them from the background of hadron-induced showers
(γ/hadron separation). This is an important step as there is a strong class imbalance in the events
that are selected by the trigger, typically with a ratio of 10000:1 hadrons to gammas. Once the
gammas are selected the goal is to reconstruct the direction and energy of the γ-ray that generated
the shower. The whole pipeline, represented in Figure 2.3, develops as follows:

1. Calibration of the signal into phe, performed by SORCERER program (for DRS4 data).
Here the the 50 slides of sampled signal detected by the photomultiplier is processed in
order to have a neat estimate of the global number of photons and their averaged time
arrival.

10



2. IACT AND THE MAGIC TELESCOPES

2. Image cleaning and Image parameters calculation computed by the program star. In
this phase the complex event is reduced to a set of carefully hand-crafted parameters. See
Figure 2.6 for reference.

3. Stereo image parameters with the program superstar. This step merge the parameters
of the two telescopes.

4. Train of a Random Forest (RF) model for the γ/hadron separation, produce the look-up
tables for the energy reconstruction (Nearest Neighbor) and compute a set of parame-
ters for the reconstruction of the arrival direction. This training, carried out by Coach
(stereo), needs simulated Monte Carlo (MC) gamma-ray events and a data sample of real
background data (observations with no gamma ray-emitter in the field of view).

5. Apply the machine learning models to the real data in order to compute hadronness, recon-
structed energy and arrival direction. Also applied to the MC simulations. The program
used for this task is melibea.

6. Computation of signal significance with Odie, skymaps with Caspar and spectra and light
curves with Fluxlc or Flute.

2.2.2.1 Monte Carlo Simulations

In order to be able to train the machine learning models, a dataset of synthetic simulations (Monte
Carlo simulation, also referred as MC) where the ground-truth of the events are known is neces-
sary.

In MAGIC, gamma rays are simulated in two ways:

� as diffuse (Figure 2.4): for the study of extended sources or sources shifted from the nom-
inal position. In this case, gamma rays are uniformly simulated covering a circle of 1.5◦

radius. For this a total of 24 960 000 events were simulated, of which 1 456 096 triggered.

� as ringwobble (Figure 2.5): simulates a ring of 0.4◦ radius (with a width of < 0.1◦) from
the camera center, accounting for the 0.4◦ offset used in the standard wobble mode. It
is used for the analysis of point-like sources. For this a total of 4 989 000 events were
simulated, of which 462 848 triggered.

The energy spectrum of the simulated events follow a power-law distribution of the same kind
as the observed data and is also lower bounded by the trigger technology, with a peak in the
number of triggered events around 100 GeV. The models are in general trained on the diffuse
MC (paritioning the dataset in 1 092 072 train events and 364 024 validating events) and then
tested on the ringwobble one.

2.2.2.2 Why making two different simulations?

When looking for a new source in the sky, the telescope points the location of interest with an
offset of 0.4◦ in multiple acquisitions. This is useful for canceling some systematic error in

11



2. IACT AND THE MAGIC TELESCOPES

Figure 2.4: Montecarlo diffuse simulation Figure 2.5: Montecarlo ringwobble simulation

the final measure. For this fact we expect to reconstruct each signal coming from a point-like
source in that region. But since we have a strong background of γ-like events induced by high
energy electrons and the presence of γ rays not coming from the source we don’t want to bias
our analysis with the strong a-priori constraint of point-like events.

Moreover, being able to correctly reconstruct the direction of diffuse γ like events allow us
to more reliably estimate the background, and thus having a finer estimate of the significance of
a given data acquisition.

For these reasons each classifier and regressor is trained on the diffuse dataset, but their
performance abilities are computed on the ring-wobble.

2.2.2.3 Signal Calibration

When the trigger is issued, the data acquisition system stores the information of each camera
pixel in the raw data digitalizing the analog signal with a Flash Analog to Digital Converter
(FADC). From these slices are computed the following quantities of interest:

� phe is the number of photoelectrons captured by each PMT, and is computed thought the
F-Factor method proposed by (15).

� time is computed as the average number of time steps passed from the trigger absolute
time, weighted by the value of the digitized signal.

In order to keep the quality of data high, many calibration event runs are recorded during normal
data taking. Calibration runs are used to calibrate the pedestal subtracted charge of the signal.

2.2.2.4 Image cleaning

After the calibration, the images are cleaned, keeping only significant signals, and parametrized
by the star program. Although after the signal pre-processing, charge and arrival time for each

12



2. IACT AND THE MAGIC TELESCOPES

…

SORCERER STAR

Loss of
Information

Image 
ParametersRaw Calibrated

Figure 2.6: Visual representation of the signal processing pipeline. Notice that whenever we perform a
parametrization, we have a loss of potentially useful information.

PMT is available, not all pixel contain useful information. Most of them contain only noise,
useless for the signal analysis. Thus, the image cleaning algorithm aims to keep the pixels in
which a significant amount of Cherenkov photons produced signal from the shower, discarding
those pixels that, below a certain arrival time and amplitude thresholds, do not contain useful
information of the shower image. More in particular two scalars, ζ and κ (with κ < ζ) are
defined. A pixel is considered to contain significative signal if:

� It detects a number of photons > ζ, or

� It detects a number of photons > κ and is adjacent to a pixel that detected more than ζ
photons.

2.2.2.5 Image parametrization

After the image cleaning, a set of parameters is computed by fitting an ellipse on the surviving
pixels. The main parameters calculated are:

� Size: It corresponds to the sum of the charges in phe of each surviving pixel. For a given
impact distance of the event, the size is correlated to the energy of the primary gamma ray
if the event is contained in the Cherenkov light pool of radius 120 m.

� Length: Longitude of the major semi-axis of the ellipse. It is related with the longitudinal
development of the cascade.

� Width: Longitude of the minor semi-axis of the ellipse. It is a measurement of the lateral
development of the cascade.

13



2. IACT AND THE MAGIC TELESCOPES

� Conc(N): Fraction of the image charge contained in the N brightest pixels. It gives the
compactness of the image, which for EM cascades is larger than for hadronic showers.
The used value is Conc(2).

� Dist: Angular distance between the position of the source and the center of gravity of the
image. The larger the dist value, the larger the impact parameter of the shower in the
ground.

� Alpha: Angle between the major axis of the ellipse and the imaginary line connecting the
source position and the center of gravity of the image.

also Time-dependent parameters are computed as they can be useful to discriminate be-
tween EM and hadronic showers, given that the former develops faster (3 ns compared to the 10
ns):

� Time RMS: RMS of the arrival time of the surviving pixel, which is smaller for gamma
ray-induced cascades.

� Time gradient: Slope of the linear fit applied to the arrival time projection along the major
axis, which gives the direction of the shower development.

Other parameters are used to estimate the image quality. Thus, very noise images or images
not well-contained in the camera can be discarded.

� LeakageN: Fraction of the shower light contained in the N outermost rings of PMTs of the
camera. This parameter measures how much image is contained in the camera.

� Number of islands: Number of separated groups of pixels after image cleaning. Hadronic
showers usually produced sub-showers that are reflected in the camera as separated images.

Finally, there are the so-called directional parameters. They are used to differentiate between
the head (top of the cascade) and tail (bottom of the cascade). Atmospheric showers present
higher charge in the head part, since particles in the top have higher energies.

� Asymmetry: Direction of the line between the center of gravity of the image and the pixel
with the highest charge. The EM cascades present positive asymmetry, i.e. pixels with the
highest charge are located close to the source position.

� M3Long: Following the same criterion as the asymmetry parameter, M3Long is the third
moment of the image along its major axis.

While all these parameters have been successfully used for the complete reconstruction of the
events, any parametrization lead to an inevitable loss of information (Figure 2.6). This is what
motivates the pursue of an alternative approach, working directly on the calibrated data.

14



3
Deep Learning and Convolutional Neural

Networks

Machine learning is a branch of computer science that aim to solve classification and regression
problems without explicitly having a human intervention for tuning some parameters of a model,
but rather the model is automatically learning its best configuration from the data. While the
use of machine learning is not new in the pipeline analysis of MAGIC, the possibility of fully
exploiting all the data available has the potential to enhance current performances. For this reason
the recently developing field of deep learning could be an interesting direction to pursue.

In the next sections I am going to introduce how and why deep learning was born and how it
can be applied to the full characterization of γ ray events.

3.1 History and Context of Deep Learning
For decades computer scientists have developed tools and models to solve classification and re-
gression machine learning problems. This turned out to work really well for many real world
problems, but it always required a careful hand-crafted parametrization of the raw data. Most
of the work in solving these classification and regression problems was indeed about building
a sophisticated feature engineering that required a lot of effort and domain-specific knowledge.
This allowed to transform complex high-dimensional representations into a suitable internal de-
scription from which a designed model could capture patterns of the input.

Representation learning is instead the task of automatically learn features from the raw data.
Deep learning is a way of solving representation learning with the use of gradient-based tech-
niques with a multi-layered level of representation. Many relatively simple non linear differen-
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Figure 3.1: Deep Learning is a form of representation learning where each feature is automatically com-
puted by the optimization of differentiable layers. This moves the burden of feature engineering from
humans to machines.

tiable submodules are stacked one upon each other in order to construct more and more abstract
patterns characterizations. With a sufficient number of simple layers, very complex functions can
be approximated arbitrarily well1. The success of this approach is that in this way we are building
an hierarchical set of features. In the case of an image for example, the first layers detect edges
and corners, the second layer assembles corners and edges to detect motifs, while the third layer
may collect and combine motifs to create familiar patterns. The fundamental paradigm shift from
the traditional approach here is that this kind of hierarchical representation is not designed by a
human engineer, but it is instead captured from data with a general-purpose learning procedure.

3.1.1 Supervised Learning
When for the problem at hand we have the true value that we want to reconstruct, we are doing
supervised learning. Deep supervised learning works by setting up a differentiable compositional
model and an objective function (loss) that measures the discrepancy of the prediction from the
true value. At training time the machine computes the error of the prediction and then propagates
its gradient with respect to the parameters using the chain rule. This gradient information is then
used by the model to modify the internal adjustable weights in order to reduce the error. This
algorithm is called back-propagation and is an efficient way of minimizing highly non-convex
functions. The variant that is usually adopted by practitioners in the field is stochastic gradient
descent (SGD): the gradient is not computed on the whole data, but instead on a few samples
(often called a batch). It is called stochastic because the resulting vector point to the direction
of the closest minima plus a random term. This random term is very important as it helps the
optimization process not to get stuck on a saddle point (which are provably many).

1Theoretic results state that actually any function can be approximated arbitrarily well with just one layer (but
without stating anything about the number of inner states). In practice deep neural network are more effective in
solving classification and regression tasks.
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When the optimization phase converges to a stable low value, the resulted model is applied
on an unseen dataset in order to asses its generalization performances.

Raw Signal Calibrated Image 
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Figure 3.2: The new approach proposed in this thesis: a complete analysis by working directly from the
calibrated data.

3.1.2 Convolutional Neural Networks
Convolutional Neural Networks (CNN) are a particular class of neural networks that are designed
to work on array data. Many kind of data can be seen as structured array data: 2D spectrograms
for audio, RGB images as a 3D values, 1D for time sequences (including language). Some of the
most important characteristics for the success of the CNNs can be summarized as:

� The convolution operation, which produce translational-invariant feature detectors

� Local connections, which help to find patterns in highly correlated data

� Many layers, which gradually builds more abstract feature maps

A typical CNN is structured in a series of stages alternating convolutional layers to pooling
layers. Convolutional layers are responsible of detecting a particular combination of features
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from the layer below. They are composed of units that apply the convolution operation of the
so called kernel on a local patch of the feature map from the previous layer. The result of this
combination is then passed to a non-linear function, typically a Rectified Linear Unit (ReLU)
(defined as max(x, 0)).

The role of the pooling layers on the other hand is to merge similar features, providing ro-
bustness to variability in the input data. Because the relative positions of the features forming a
motif can vary somewhat, we can reliably detect the motif by sub-sampling the position of each
feature by taking the maximum over a certain patch (max pooling). Once the architecture is set
up, the model can be trained with back-propagation just as any other neural network.

In essence, deep neural networks exploit the property that data typically manifest in compo-
sitional hierarchies, in which higher-level features are obtained by composing lower-level ones.
In pictures for example, local combinations of corners and edges form structured patterns, and
structured patterns form objects. Similar hierarchies exist in other kind of data. The pooling
allows resilience to little changes in position and appearance of element of the previous layer.

3.1.2.1 Brief Historical Review

Historically, CNNs first appeared in computer-vision, in (14) where the author demonstrated their
effectiveness on the problem of recognizing handwritten digit. After a while the work of (13) won
the ImageNet competition (which consisted in the classification of 1 million of images) with a
CNN called AlexNet, greatly improving over the other competing methods. He was the first
to present a CNN approach in this kind of challenge and proposed GPUs as the technological
support on which speeding up computations. This marked the beginning of the deep learning
revolution in computer vision, where features extractions and classification was all embedded in
one single algorithm driven by gradient.

After that, VGG-net of (19) demonstrated how the size of the convolution kernel was not so
important, but instead how with increased network depth and the smallest kernel size (3 × 3 so
that it could be preserved a notion of up/down/left/right) they were able to generalize much better.
This motivated research into deeper and deeper networks. Nevertheless, it was soon clear that
when depth is increased, the optimization process becomes much more delicate and sometimes
unstable. Moreover, when a network is too deep, it faces (among others) the problem of the
vanishing gradient: the gradient used to update the parameters becomes rapidly close to zero.
For solving this problem a number of innovations came into place:

� ReLU (defined as max(x, 0)) non linearity proposed by (2) instead of the sigmoid function

� Batch Normalization by (10): a strategy that consist in collecting statistics of the output
of each layer batch per batch in order to normalize it. This help a lot the stability of the
training, allowing the possibility of using much higher learning rates providing thus a more
rapid convergence of the loss function.

� Residual Connections: introduced by (6), where the idea is to sum the output of layer i
with the output of the layer i − k. This residual passing vastly reduced the problem of the
vanishing gradient, allowing the training of much deeper (and powerful) networks.
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Figure 3.3: An inverted residual block connects narrow layers with a skip connection while layers in
between are wide. Dashed tensors have linear activations. Image taken from (16)

(a) Sketch of the DenseNet architecture.
The densely connected residuals allow to
greater network depth and feature reuse

Figure 3.4: The Squeeze-and-Excitation block. Image taken
from (7)

Following this path came along the work of (16) with MobileNetV2, an architecture which
used an innovative building block: inverted linear residual blocks (Fig. 3.3). It consist of 1 × 1
blocks to expand the feature space in high dimensions, followed by separable depth-wise convo-
lution and by another linear 1 × 1 layer that works as a bottleneck. A residual connection is also
added from the first to the last 1× 1 block. With this configuration the number of parameters and
operations needed to be computed is drastically reduced, while still exhibiting extraordinary gen-
eralization performances comparable with models that are orders of magnitudes more complex
in terms of number of parameters and operations needed.

Another successful attempt to enhance the representation power of deep CNNs was made by
(9) with DenseNet. A DenseNet block (Figure 3.4a) consisted of a set of layers densely connected
by residual connections. This allowed to greatly lessen the vanishing gradient problem while also
introducing the capability of feature-reusing from the lower layers. DenseNets were able to reach
depth of 121, 169, 201 layers and beat the state of the art in many computer vision standardized
datasets.

One of the most recent innovation is not in the architecture, but in the block design. In the
work of (7) the authors purpose the Squeeze-and-Excitation (SE) block. The purpose of this
block is to provide a self-attention mechanism to each channel of the convolutional layers. This
new block allowed already existing architectures to reach a new level of performances.
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Figure 3.5: Snapshot Ensemble works by saving a version of the network whenever it reaches a local
minimum. These snapshots exhibit significantly different weights structure. This diversity is a richness
that can be exploited with ensemble. Image taken from (8)

3.1.3 Optimization

The optimization of these deep neural network makes use of the gradient, but there exist different
strategies on how to handle this process. The most trivial one is Stochastic Gradient Descend
(SGD), which simply computes the gradient of the loss with respect to the parameters and then
use it, multiplied by an hyper-parameter α called Learning Rate (LR), to update the weights. This
can be done in batches so that we have a noisy estimate of the direction of the minimum, allowing
to escape the trap of local minima or saddle points. The addition of a momentum component for
the learning rate was proven to help convergence in some cases. On this there were developed
a number of adaptive policies such as ADAM, AdaDelta, Adagrad that dynamically lower the
learning rate as training progresses.

A disruptive work on optimization was pursued by (20) with Cyclical Learning Rate (CLR),
where it was showed how with a learning rate that cycle between a very high value and a low one
it can be achieved what is called Superconvergence: convergence of the network to its maximum
capacity after far less iterations than usual. Based on this work Snapshot learning by (8) was built,
born from the observation that while training with a CLR the network explores different local
minima. As learning progresses the different explored minima gets lower and lower, but most
importantly each minimum result in a significantly different network that nonetheless achieve
similar performances. This can be exploited by “taking a snapshot” of each minimum explored
and then using a collection of snapshots in order to make an ensemble of neural networks while
just having to train once (see Figure3.5).

Building on this work, (11) purpose Stochastic Weight Averaging (SWA). This is a technique
that try to conjunctively leverage the diversity of the founded minima and to cut down infer-
ence time. Their proposal is to use a final model which weights are the average of every saved
snapshot. SWA tend to find a minimum in a flat basin, which have been correlated with better
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Figure 3.6: The interpolation step, needed for being able to interface with modern deep learning frame-
works

generalization performances since (12).

3.2 A New MAGIC Analysis

Since any parametrization implies an inevitable loss of information, one could argue that a deep
learning approach could indeed learn new and useful features from the calibrated data (Figure
3.2), even without the cleaning process described in 2.2.2.

The availability of huge datasets of MC simulations and of real data taken from the telescopes
could be leveraged by CNNs in order to gain a better representation of the underlying event and
to eventually compute a more precise analysis.

In order to investigate this approach one must be able to communicate between different
frameworks and standards: from the ROOT files in which the data is contained following the
hexagonal disposition of the photomultipliers, to an interpolation on a regular rectangular-lattice
and a tensor-representation that is required by modern deep learning frameworks such as Tensor-
flow or PyTorch.

3.2.1 Data reading and Interpolation
The data, written in ROOT files, see (3), needs to be read, transformed in an information-
preserving way and saved to an appropriate format. The data is read with uproot, a library
that allows to read ROOT files without the need of installing non-standard software and custom
libraries needed to read the data..

Once in memory, the data is interpolated using scipy. Of utmost importance was the choice
of the interpolation step: a step too large would lead to information loss, one too small would
blow up storage requirements. By recalling the Shannon-Nyquist sampling theorem: any band-

21



3. DEEP LEARNING AND CONVOLUTIONAL NEURAL NETWORKS

limited signal can be reconstructed from its samples, if the original signal has no frequencies
above 1/2 the sampling frequency. In the space domain, this translate to an interpolation step
smaller or equal to the maximum distance between two close sampled points. Being the camera
an array of pixels on an hexagonal lattice where the distance between two adjacent is ' 32mm,
the chosen interpolation step was set to a conservative 15mm. A linear interpolation method was
chosen for its good speed-quality trade-off. A view of the result of the process can be seen in
Figure 3.6. The interpolated data was the phe and time signal of each event that triggered both
telescopes. The result was then saved as a numpy tensor of dimensions (67 × 68 × 4). Due to the
heavy-computing and big-data involved, the whole interpolation process was parallelized with
the multiprocessing python library.

3.2.2 Software Architecture
Due to the fact that the interpolated dataset would not fit in RAM memory (> 300GB), an ap-
propriate Keras generator was set up in order to load it iteratively from the disk. Each event
was saved in a separate numpy file, a format chosen for its lightness and low overhead when
loading. Each event have an unique ID which comes from a combination of simulation/data
gathering parameters and an MD5 checksum of the tensor. Labels were instead saved in a dictio-
nary data structure where each key was the unique ID and the value the corresponding true-value
(hadron/gamma label, energy value, direction coordinates). This allow a fast and efficient retrival
of the needed informations.

The Keras train generator task was to select a certain (fixed) number of ID lables at random,
loading the corresponding files from the disk and sending them to the GPU (along with the
appropriate labels) for the optimization process. The generator is built in such a way that in one
pass over the data an event is not chosen twice, but in each pass the reading order is different (very
important for stochastic gradient-based optimization techniques). The generator also support
loading data with multiple workers, lowering the dead time due to overheads.

3.2.3 Hardware Architecture
The number of operation needed in CNNs for inference and backpropagation is relatively large,
but it is also massively parallelizable. For this task GPUs (Graphic Processing Unit) have shown
to be really effective. Their cores can perform just a restricted set of operation, but a single GPU
can contain thousands of cores which can operate in parallel.

For this work it was used a server with a Titan Xp and another server with a Titan V1.
As the dataset was too big to be put in RAM, data reading from the magnetic disk technology

was an issue that needed to be addressed as it was the bottleneck of the computation pipeline.
With an hardware upgrade of SSD-NVMe (Solid-State Disk), the non-sequential reading

performances was more than one order of magnitudes better and allowed to cut down the training
time by a factor ∼ 20. In this configuration the GPU is fully utilized and thus the system is
optimized to its best capabilities.

1The Titan V and Titan Xp used for this research were donated by the NVIDIA Corporation.
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4
Reconstruction

In order to claim the discovery of a new γ ray source, a statistically significant number of γ rays
are needed to be detected as coming from the same direction in the sky. This is a challenging
task due to the extremely low signal to noise ratio of IACT experiments which is of the order of
1:2000 even for the brightest sources. The dataset is thus extremely noisy and we need to use
several techniques to separate between signal and background. This call for the need of a good
separation strategy and an accurate direction reconstruction. Additionally, to properly study the
sources, we need to reconstruct their spectra and for this we need the energy reconstruction. In
essence, there is the need to address the following challenges:

1. To separate γ-induced from hadron-induced events that triggered in the telescopes (a bi-
nary classification problem).

2. To reconstruct the energy of the γ ray that originated the cascade (a single-output regres-
sion problem)

3. To reconstruct the direction of the γ ray that originated the cascade (a double-output re-
gression problem)

The aim of this thesis is to perform a full reconstructions by exploiting the pattern recognition
power of deep learning. Other works like (18) have already tried to explore this approach with
the use of CNNs and while reporting good and promising results, their chosen architectures did
not exploited many of the recent discoveries and innovations in the field. In the next sections
I will discuss the application of slightly modified state-of-the-art architectures taken from the
computer vision literature for the analysis of data taken by the MAGIC telescopes.
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Figure 4.1: The optimization evolution of the network and the double histogram of regression perfor-
mances for the model that reached the lowest validation error

4.1 Energy Reconstruction

The MC data described in 2.2.2.1 was used for the reconstruction of the energy of the original
gamma. As explained in 2.2.2.2, diffuse MC was used for training, while ring-wobble was kept
for testing. Both the phe and time signals described in 2.2.2.3 were considered and since the data
is taken by two telescopes, the input of the neural network is a tensor of shape (66 × 67 × 4).

4.1.1 SE-Inception v3 Single Dense

Different architectures were tested but the one showing the best performance was the Inception
v3 developed by (21). Using that as a starting point, I modified the network with the application
of SE blocks after each inception block and by the addition of another dense layer (64 neurons)
before the final output. This last layer is a single neuron connected by linear weights on which
an L2 regularization is imposed. The network have been set-up to learn the base 10 logarithm of
the energy, as the linear value was making the learning unstable.

The model was trained for a total of 80 epochs (see Figure 4.1a) with a cosine annealing
learning rate schedule inspired by the work of (8). In particular the first 40 epochs were done
with an initial LR=0.05, with a cycle length of 2 epochs. From epoch 40 to 60 the initial LR
was slightly lowered to 0.045. From epoch 60 to 70 the LR was lowered to 0.040 and the cycle
length was set to 1 epoch (so to save one snapshot per epoch).

From this training, two models were proposed:

1. Minimum validation snapshot: the snapshot that reached the lowest loss on the held-out
validation data during the entire training history (see Figure 4.1b)
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2. The SWA of the last 10 snapshots: as suggested by (11), this model was built by averaging
layer-per-layer the weights of the snapshots of the last 10 epochs.

4.1.2 Transfer Snapshot Ensemble: a novel boosting technique
While SWA is a good way enhance the performances of the trained model at a low computational
expense by simply averaging the weights of some good snapshots, it is possible to exploit the
richness of the diversity of the various snapshots in a different way. By recalling the philosophy
of transfer learning: if we have a model trained on a vast amount of data, it is possible to fine-tune
the pre-trained model on new slightly different data with little effort. See (22) for more details.
It is then possible to create a big network built with k snapshots that are linked together by a
differentiable layer. In this context the use of a cosine annealing learning rate technique makes
available good and different snapshots at no extra computational expense. As the new resulting
model is differentiable, it is possible to fine-tune this ensemble of pre-trained networks on the
same data. The rationale behind this approach is that each snapshot have a significantly different
weight configuration, see (11). It is thus reasonable to expect that different (meaningful) features
are extracted by different snapshots. The problem of appropriately weight each different feature
can be solved by gradient techniques. We coin this approach Transfer Snapshot Ensemble (TSE).

As a way of further boosting the performances of TSE, the new model can be trained again
with a cosine annealing LR and its last snapshots can be averaged in what could be called TSE-
SWA (see Figure 4.2).

4.1.2.1 Learning Rates

For the TSE-SWA starting from the same initialization two different LR have been explored, an
high one (0.05) and a low one (0.004) for a total of 10 epochs. The results of the training can
be seen in Figure 4.3. The training with a low LR made the model descent in a gradual lower
training and validation loss, while with the high LR the model likely explored more significantly
different configurations after each epoch. It could have been the case that with more training
iteration the high LR would have led to a significantly lower training error. More in general, if
one fixes the time budget, it seems more appropriate to set a low learning rate in this phase. More
experiments on TSE are left as a future work.

4.1.3 Results
In order to objectively evaluate the performances of the different optimization techniques ex-
plored, each model is evaluated on an unseen test set (ring-wobble MC). On this is computed a
global test loss as the relative linear error is computed as:

Loss =
1
N

N∑
i

(yi − ŷi)
ŷi

where yi is the reconstruction of the i-th event, while yi is the real value. In Figure 4.4 the results
of this evaluation are shown.
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Figure 4.2: Illustration of how TSE-SWA works. After training a differentiable model with a cosine
annealing learning schedule for N epochs, one ends with the last k ( withk < N) models being significantly
different from one another. This means that each model captures a different useful aspect of the data for
the problem at hand. In order to exploit this richness it is possible to build a new bigger model by linking
all the snapshots with a new common hidden dense layer before the prediction. After training it again with
a cosine annealing schedule it is possible to take the SWA in of the last epochs in order to maximize the
generalization performances.
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Looking at the picture it can be appreciated how both the SWA and TSE strategies bring
an independent benefit to the final generalization ability. The TSE-SWA model is the one with
minimum test loss.

As performances varies as a function of energy (it is usually easier to reconstruct the high-
energy events), the relative error is studied for different energy bins. The whole energy spectrum
is partitioned in logaritmically-spaced energy bins. For each bin the relative error is computed.
We expect that its distribution will be gaussian-like with mean µ and standard deviation σ. In
order to be resilient to outliers, µ have been computed with the 50-th percentile, while σ from
half the difference between the 16th and the 84th percentile (so to get bounds that could hold 68%
of the distribution, as the standard deviation). The error distribution for a single model, along
with a fitted gaussian for reference, can be seen in Figure 4.5.

Figure 4.4 shows the resulting µ and σ for different energies for the various models. It
is interesting to notice that the high LR TSE-SWA network has the smallest bias, but the low
LR TSE-SWA has a minimum global reconstruction error. In order to compare the relative
enhancement with respect to (1), the improvement defined as σAleksic−σNN

σAleksic
is shown in the same

Figure 4.4. After 1 TeV the CNN reconstruction perform significantly better, achieving almost a
30% improvement for the highest energies, but with a worst performance at the lowest ones.
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Figure 4.5: How the error decomposition was made. The sigma is the 68-percentile containment of the
data, mimicking a Gaussian distribution. In this picture is illustrated the error distribution of the TSE-SWA
low LR SE-Inception v3 model.
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Figure 4.6: In (a) the training history of SE DenseNet 121 is depicted, while panel (b) shows how the
direction is represented (red cross) and reconstructed (green cross). The camera coordinates then maps to
sky coordinates as a function of the direction in which the telescope is pointing.

4.2 Direction Reconstruction

For the reconstruction of the direction, as it was for the energy, the training and validation datasets
composed of diffuse MC, while the test dataset was composed by ring-wobble MC. In this case
the performance was analyzed by training the models with both phe and time signal both also
with phe without time.

4.2.1 SE-Densenet 121
Several architectures were tried, but the most effective one was the DenseNet 121, proposed by
(9). This 121-layer deep network make vast use of the dense block, promoting feature reuse
and lessening the problem of the vanishing gradient. As a way of boosting its performances,
a SE block was added at the end of each dense block. The last layer (2 neurons, one for each
coordinate) was regularized with an L2 kernel constraint.

The network was set up to learn the direction of the primary particle that caused the EAS.
This direction is represented as a tuple of coordinates expressed in mm from the center of the
camera (see figure 4.6b).

In order to assess the importance of the time information, the network was once trained with
it, and once without it (thus only with phe). The training with just phe lasted 20 epochs with a
LR set to 7.5 × 10−4 and a cycle length of one epoch. The training with both phe and time was
split in three rounds (see figure 4.6a):

� Training I: LR set to 10−4 and a cycle length of 2 epochs

� Training II: LR kept the same but the cycle length was cut down to 1 epoch.
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� Training III: The LR was set to 1.5 × 10−3 while the cycle length was kept fixed to 1.
This have been done in order to see if the network was blocked in a saddle point difficult
to escape.
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Figure 4.7: Performances in terms of Θ68. The angular resolution is plotted on the top panel, while on
the bottom one we can appreciate the relative improvement (in %) with respect to (1).

4.2.2 Results
In order to evaluate the performances of the reconstruction, for different bands of energies have
been computed the Θ2, defined as:

Θ2
i = (xi − x̂i)2 + (yi − ŷi)2

where xi and yi represent the true coordinates (in degrees) of the i-th event while x̂i and ŷi are the
reconstructed ones. This is a measure of the error of the estimate that is linearly proportional to
the area of the circle centered at the true position and with radius the reconstructed one. In this
way the sensitivity of the instrument have a linear dependence with this parameter.

In order to characterize the performances, for different energy bins we compute a quantity
called Θ68, defined as cut in Θ at which the 68% of the distribution is contained. In Figure 4.7
we show the angular resolution of the models as a function of the energy.
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It is possible to confidently claim that the time information play an important role in the
precise reconstruction of the direction. Compared to the MAGIC standard analysis of (1), the
minimum validation model with both phe and time perform up to 20% better. We remark here
that the performance of the SWA network does not improve that of the minimum validation
loss as one would expect and was shown for the Energy reconstruction. After testing several
hypothesis, the reason remains unclear, although it could point to the different nature of the
regression problem we are trying to tackle in this section

4.3 Separation

As mentioned at the beginning of the chapter, in ground-based IACT experiments such as MAGIC
is to discriminate between events induced by a γ-ray versus the one induced by an hadronic pri-
mary particle. Hadronic showers are much more frequent (with a ratio of at least 2000:1) and
they constitutes our background noise. Thus being able to separate them from γ-induced signals
in an enhancement of the signal-to-noise ratio (SNR).

The events containing only accidental photons from the Night Sky Background are rejected
by the different level of triggers described in 2.2.1. Despite this all cascades are recorded and
therefore a separation needs to be applied. I have described in section 2.2.2 the machine learning
techniques used by the MAGIC collaboration to distinguish between gamma and hadron initiated
images. In this work, I propose a different and complementary high-level strategy for filtering out
events triggered by hadronic showers based on a state-of-the-art CNNs for classification. As we
do have available labeled data, this is a supervised binary classification problem where the neural
network have been set up to optimize a binary-crossentropy loss. The dataset was constructed
with synthetic γ-ray events from a Monte Carlo simulation (see 2.2.2.1) for the γ class and with
real acquisition data for the hadronic class. This choice is motivated by a number of reasons:

� The MC hadronic simulation is much more computationally intensive with respect to γ
simulations, moreover the simulation will always be somewhat different from reality.

� When pointing the telescope to a sky region without a gamma source (as the ones selected),
the probability of getting a γ-like event are < 1%. Thus even though the hadronic dataset
can be considered “noisy”, as it may contain some events of the other class, it is negligibly
so.

� It is a customary to do so in the standard MAGIC analysis.

The MC γ events diffuse were chosen for training (∼1 million events), while the point-like
for testing (∼500k events). The hadronic train and validation datasets were built with data taken
in different days (so to be robust to changes of atmospheric conditions) and pointing to different
parts of the sky. The data was taken from the Cyg-X3 (7th July 2018) and 1ES2037 (3rd October
2018). The hadronic test class were the data taken on a different direction in the sky in a different
day: SS433 (6th October 2018).
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(a) Gammaness Histogram (b) Logarithmic domain for gammaness

Figure 4.8: Separation power of MobileNetV2 trained on raw data (notice Log scale). The results are
evaluated on an unseen test set of 2 milion real data points and more than 500k MC ringwobble events.
Results are represented using the Gammaness and the variable χ as suggested in Parsons et al. (to be
submitted)

4.3.1 Processing
For consideration that will be made in later, three different sets were produced:

1. Raw set: the data after the calibration step.

2. Mild cleaning: each event is processed with the cleaning procedure of parameters 6, 3.5.
This is the standard cleaning used in MAGIC pipeline

3. Hard cleaning: each event is processed with the cleaning procedure of parameters 10, 5.
This configuration is set to clean almost all the noise in the camera.

4.3.2 First approach: MobileNetV2 on raw data
For the first approach the chosen architecture was a MobileNetV2 from the work of (16), with
α = 1 and one-class sigmoid activation, optimized using the snapshot technique with binary
crossentropy loss. In this way, the CNN outputs a single scalar bounded in [0,1]. Since in
the training phase it was chosen to label γ-like events as 1 and hadrons as 0, the output of the
network can be interpreted as “how much” that the event is a gamma. In this sense we shall
call this final output “gammaness”. This architecture was chosen as it reaches high scores in
standard computer vision datasets, while keeping the memory footprint and computational load
small. This also implies a faster training procedure with back-propagation.

After a few epochs the network reached perfect separation of the training data and a validation
accuracy > 99.99%, a plot of the distribution of the gammaness of MC and real data can be seen
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Input: Phe M1 + M2

Conv2D

Mild Cleaning
6, 3.5

Hard Cleaning
10, 5

Figure 4.9: SimplicioNet structure and weight disposition after training. On the left, the final network
after being exposed to the data cleaned with parameters 6, 3.5 (mild cleaning). On the right, the model
after convergence reached with data cleaned with parameters 10, 5 (hard cleaning).

in Figure 4.8a. These results are unrealistically good as we do expect more gamma-like events
in the real-data caused by high energy electrons which produce the exact same image as a γ.

Consequently, the hypothesis is that the neural network is indeed finding a perfect way to sep-
arate the classes, but not by discriminating γ from hadrons. The model is separating simulation
from reality.

4.3.3 An interpretable Neural Network: SimplicioNet

In order to try understand how the CNN approach was so efficient in making the separation I
built the most simple possible CNN. This CNN, called SimplicioNet1, is made of just one layer
of 4 kernels of 20x20 pixels followed by a ReLU activation. Over this, the information flows in
a maxpool that selects the most prominent kernel activation. This is then combined by a linear
layer in a single output and is followed by a sigmoid activation. The sigmoid has the property
of squeezing the output between 0 and 1. Because of this construction, we can claim that the
feature maps that are weighted by a positive number contribute to the gamma class and the ones
weighted by a negative number contribute to the hadron class. The network was trained once with
phe signal only from mild-cleaned data (6, 3.5) and once with phe signal only from hard-cleaned
data (10, 5). The structure is showed in figure 4.9.

1The name is a tribute to the work of Galileo Galilei “Dialogo sopra i due massimi sistemi del mondo”

34



4. RECONSTRUCTION
“H

adron” Feature M
aps

“H
adron” Feature M

aps
“G

am
m

a” Feature M
aps

“G
am

m
a” Feature M

aps

Figure 4.10: Receptive fields and activation maps of SimplicioNet trained and evaluated with data mild
cleaned (parameters 6, 3.5). We represent two events seen by the two different MAGIC telescopes. Notice
how the receptive field of the kernels is not looking at the significant signal, but is mainly focused on the
background.
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Figure 4.11: Receptive fields and activation maps of SimplicioNet trained and evaluated with data hard
cleaned (parameters 10, 5). We represent two events seen by the two different MAGIC telescopes. Notice
how the receptive field of the kernel is now focusing on the significant signal.

36



4. RECONSTRUCTION

4.3.3.1 Mild-cleaning SimplicioNet

Trained on the mild cleaning, SimplicioNet’s Dense values tell us that kernel 0 and 1 are respon-
sible for the election of class 0 (hadrons), while kernel 2 and 3 are responsible for the detection
of class 1 (gamma like).

The network reached a validation accuracy > 95% in just 7 epochs. For better understanding
how such accuracies were reached, a plot of the receptive field of the decisive features is shown
for various events. As can be seen by the pictures in Figure 4.10, the kernels focused not on the
significative signal, but rather on some discriminative feature of the background noise that made
the simulation separable from the real data.

4.3.3.2 Hard-cleaning SimplicioNet

SimplicioNet was then trained again from scratch on the hard-cleaned (10, 5) dataset. By ob-
serving the dense values, this time kernel 0 and 3 are responsible of the gamma class while 1 and
2 of the hardron. In this context it reached a validation accuracy of ∼ 83%. When investigating
on what its filters were focusing on, it was more evident that the receptive fields was on some
part of the significative signal. Some examples of these filters are shown on Figure 4.11

4.3.4 MobileNetV2 on hard-cleaned data

Being reassured by the fact that with the hard-cleaning the artifacts of the simulation were at
least significantly suppressed, the MobileNetV2 was trained from scratch on it. At convergence
it reached a validation accuracy of ∼ 93%, becoming a good candidate for a valid model.

4.4 Final Test: Evaluation of the whole new pipeline on the
Crab Nebula

We have shown how the models tested performed on simulated datasets. Reality is different from
the simulation (as section 4.3.2 testify), thus a full analysis on real data should be carried out in
order to fairly evaluate them. In this particular domain, the Crab Nebula (a supernova remnant)
is appropriate as it is the most studied object in the sky from many different instruments and the
standard candle and calibration source in VHE gamma-ray astronomy (4). Being also an active
point source of gamma rays with a Poisson distribution, it is the the perfect candidate to evaluate
the whole pipeline developed up until now.

A dataset of 1774 seconds (roughly 30 minutes) of observation taken from two different
acquisitions have triggered 471727 events. These have been interpolated as they were for the
reconstruction of energy and direction, while for the application of the separation algorithm they
were first cleaned with the hard-cleaning procedure.
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Figure 4.12: Grid search optimization for finding the best cut in gammaness and Θ2 in order to minimize
the sensitivity, measured as percentage of the Crab Nebula. By filtering in Θ2 we are selecting the gamma-
like events coming from the source direction. The search is done in the variable χ = − log(1−gammaness))
and by considering only events whose reconstructed energies were larger than 150GeV. The sensitivity is
computed from the significance for which, while respecting the condition Nsignal − Nbackground > 10 and
Nsignal − Nbackground > 0.05 · Nbackground

4.4.1 Condition for Detection

In order to to claim the detection of any point-like source it is necessary to detect with a statistical
confidence of 5σ the presence of a signal. Since the signal and background events follow a
Poissonian distribution, the significance can be approximated as

S =
Nsignal − Nbackground√

Nbackground

where Nsignal is the number of events classified as gammas and reconstructed with a Θ2 < Θ2
cut,

while Nbackground is the number of events classified as gammas and reconstructed in a background
region of the same size as the signal one, distant from the expected source. In order to have a
more reliable estimate of Nbackground three areas are considered, corresponding to the rotation of
the true source position by 90◦-180◦-270◦ with respect to the center of the camera. Nbackground

is then computed as the sum of the events reconstructed in these locations and weighted by α,
defined as the ration between the area of the expected signal and the area of the background
region, in this case α = 1/3.
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4.4.2 Results
The homogeneous distribution of all the reconstructed events in the top left panel of Figure 4.13
testify the good direction reconstruction power of SE DenseNet-121. As we apply a more and
more discriminating gammaness cut, defined as the value above which an event is considered
a gamma from the classifier, the surviving directions are reconstructed only close to the true
position of the Crab Nebula (known from other kind of messengers).

In order to compute the optimal values of the gammaness cut and the Θ2
cut, a coarse grid

search for the maximization of the statistical significance of the detection (which correspond to
the minimization of the sensitivity) is performed and is shown in Figure 4.12. The results of this
optimization on the Crab did not partition the dataset into train and test subsets because we did
not have enough data (not because it has not been taken, but because of thesis time constrains).
We tried not to optimize too much on fluctuations by performing loose cuts, but we understand
that this is not fair. In chapter 5 I reference how a more fair comparison should be done with a
larger Crab dataset, and is thus left as a future work. Nonetheless the whole pipeline reaches a
sensitivity of 1.12 ± 0.21% of the Crab nebula, meaning that it can detect in 50 hours a source
which has a flux as low as 1.12 ± 0.21% of the Crab.

The detection power of the pipeline can be appreciated in Figure 4.14 where Θ2 is plotted for
the signal against the background (also called “off”). In 1774 seconds the Crab is detected with
a significance of 44 ± 8σ, meaning that it can be detected (with a statistical confidence of 5σ) in
t = 1774 ∗ (5/44)2 = 22.63 seconds.

We did not calculate the sensitivity using MC because the neural network, even after the 10-5
separation was applied, was still identifying gammas extremely good (many gammas kept even
for very tight cuts in gammaness). As a future work in chapter 5 we propose either to calculate
the sensitivity directly using the Crab real data or train the CNN on MC.
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Figure 4.13: 2D histogram of the reconstructed direction of the Crab Nebula as a function of the gam-
maness cut
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ZoomZoom

Cut

Figure 4.14: Top: the Crab Nebula as seen by combining the information from the X-Ray (Chandra), op-
tical (Hubble) and infrared (Spitzer) data. Bottom: the Crab Nebula detection with the analysis developed
in this thesis. The plot depicts the histogram distribution of Θ2, which represents the number of events
that happen to be reconstructed close to the true position of the nebula. With a cut in gammaness > 0.998,
Θ2 < Θ2

cut = 0.01, Energy > 150 GeV we have Nsignal = 196, Nbackground = 50 (with three Nbackground). By
considering α = 1/3 (as the ratio of the size of the signal with the size of the background) for appropriately
weighting the signal against the three backgrounds, the Crab is detected with a significance of 44 ± 8σ in
1774 seconds of observation.
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5
Conclusions and Outlook

In this work I designed and performed a novel full analysis for the MAGIC telescopes using
CNNs. This has been done by setting up the reconstruction of energy and direction as regression
problems while the γ/hadron separation as a binary classification problem.

In the pursue of the best possible performances a novel boosting technique, TSE, has been
proposed and evaluated on the energy reconstruction problem, leading to a significant improve-
ment of ∼ 30% with respect to the standard implemented analysis of (1) for events with energies
above 1 TeV. We reserve as a future work a more in-depth study of the presented TSE boosting
technique.

The reconstruction of the direction resulted in an improvement of almost the 20% with re-
spect to the state of the art. It is worth mentioning that any improvement in the angular resolution
translates directly in an improvement of the sensitivity. In this problem the most generalizing
model was the one selected with the criterion of the minimum loss on the validation set, a dif-
ferent result with respect to the experiments performed on the energy reconstruction. The TSE
boosting technique was not implemented on this task and is reserved as a future work.

The separation was a challenging task due to the significative differences in the simulated
versus real datasets that the neural networks were able to model. In order to assess this fact,
a simple and interpretable model was built: SimplicioNet. It helped to show how the network
was using features in the background for the separation of the two classes. As a way around, a
standard cleaning procedure from literature was used in order to minimize the simulation artifacts
and to provide a reasonable separation of the events. This is suboptimal as the power of deep
learning relies on being able to extract meaningful patterns from raw data. As a future work, two
paths are possible in order solve this problem:

1. Use a simulated datasets also for the background class. This would help eliminating any
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real life feature the network can be taking to differentiate between real data and MC simu-
lations.

2. Superimpose the pedestal noise recorded from the real data on the MC (20 events of
pedestal per second is taken with random trigger every data run). Like that, we could
eliminate any possible mismatch between the simulated and measured noise.

In order to evaluate the new reconstruction pipeline as a whole, a full analysis was conducted
on real data taken from the Crab Nebula. The source is indeed detected with a statistical signifi-
cance of 44σ in 1774 seconds of observations, leading to an overall integral sensitivity of 1.12%
of the Crab Nebula flux above 150 GeV. This means that in 50 hours of observations it is possible
to claim the existence of a γ-ray source in the sky which has a flux as low as 1.12% of the Crab
Nebula with a confidence of 5σ. This final test consecrate the validity of the new approach.

With an enhancement of the separation power, as it is expected by the proper application of
deep learning methods on appropriate datasets, the overall sensitivity is expected to lower below
the actual MAGIC analysis which is currently of 0.84 ± 0.02% (as the direction reconstruction
done in this work is significantly better). In order to better characterize this new approach a
new full analysis on 50 hours of Crab observation will provide enough statistics to confidently
compare the differential sensitivity with the actual analysis.
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